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Introduction: Development of New 
Technology and the Impact of False 
Information in Europe and Taiwan

The intersection of emerging technologies and disinformation has 

created unprecedented challenges for democratic societies, particularly 

in geopolitically sensitive regions like Taiwan and Europe. As artificial 

intelligence (AI), deepfake technology, computer vision algorithms and 

social media algorithms become increasingly sophisticated, the landscape 

of information warfare has transformed dramatically in recent years. This 

transformation represents not merely an evolution of existing propaganda 

techniques, but there has been a fundamental shift in how false information 

is created, disseminated, and consumed internationally.1 This publication 

aims to disseminate the ongoing challenges and the reactions from Taiwan 

and Europe, but more importantly look at the emerging security challenges 

and how the actions in the future should look. 

Why Taiwan and Europe?
Taiwan and Europe represent critical case studies in the global battle against 

technologically enhanced disinformation for several compelling reasons. 

Both regions combine advanced digital infrastructure with robust democratic 

institutions, making them both attractive targets and innovative defenders 

against information warfare. They share some of the ongoing and future 

challenges, but at the same time, there is a relevant and interesting distinction 

between the two actors that could highlight both different strategies and 

purposes. Finally, both actors are under attack from external threats at an 

unprecedented level, with increased pressure from China on Taiwan and a 

combined threat from China and Russia in regard to Europe, with Russia 

conducting a barbaric invasion of an independent European nation, Ukraine. 

Niklas Swanström and Yi-Chieh Chen
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Taiwan in the Line of Fire
Taiwan stands at the forefront of this battle against technologically enhanced 

disinformation due to its unique position in global geopolitics. Situated at 

the crossroads of great power competition, Taiwan faces extraordinary 

challenges as a democracy under constant pressure. The island’s historical 

entanglement with China, strategic importance in global semiconductor 

production, and international trade make it a prime target for sophisticated 

influence operations.2 This vulnerability is amplified by Taiwan’s exceptional 

internet penetration rate, around 87 percent as of 2023, and its advanced 

technological ecosystem that creates both opportunities and vulnerabilities.3 

The population’s high digital engagement enables rapid information spread 

but also increases exposure to coordinated disinformation campaigns.4

The cultural and linguistic complexity of Taiwan’s information environment 

creates additional challenges for content moderation and fact-checking 

systems. The interplay between simplified Chinese, traditional Chinese, 

Taiwanese, and English is frequently exploited by adversaries to create 

targeted disinformation campaigns that resonate with different demographic 

groups. The similarity between simplified Chinese and traditional Chinese 

increases the possibility of disseminating information. This multilingual 

environment has become increasingly vulnerable as AI systems have grown 

more sophisticated. This is a challenge that is shared by Europe, which has 

an even more complex linguistic environment.

The sophistication of operations targeting Taiwan has grown exponentially 

with technological innovations. Large Language Models (LLMs) with 

transformer architecture now generate culturally nuanced content that 

seamlessly integrates local idioms and cultural references, making detection 

increasingly difficult. Recent studies indicate a 300 percent increase in  

AI-generated content targeting Taiwanese social media between 2022 

and 2024.5 The integration of text, images, and video through advanced 

AI systems creates compelling cross-platform narratives that can rapidly 

spread through Taiwan’s dense social networks. These systems can now 

generate content that appears authentic even to experienced observers, 
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and civil society organizations in Taiwan have specialized in detecting  

fake pictures.

Voice cloning technology has emerged as a particularly concerning threat 

in Taiwan’s political context. Advanced neural voice synthesis can replicate 

political leaders’ voices with almost 100 percent accuracy, enabling the creation 

of fake audio clips that spread rapidly through popular messaging apps and 

social media like LINE, Facebook, TikTok, Instagram, and Xiaohongshu.6 

This technology, combined with sophisticated video manipulation 

capabilities, presents an unprecedented challenge to information integrity 

during critical periods such as elections.

The ever-changing social media algorithms increase the difficulty of identifying 

disinformation and misinformation. The algorithms can depoliticize the 

content that decreases users’ alertness to false information. Algorithms also 

create an echo chamber where the users believe the surrounding world is 

similar to the information they are subjected to. This situation creates an 

environment where the users neglect the possibility of cultural penetration.7 

The similarities in language and part of culture between Taiwan and China 

amplify the risks that algorithms can bring. 

Europe’s Distinct Challenges
The European context presents a different but equally critical set of 

challenges in the fight against technologically enhanced disinformation. The 

EU’s 24 official languages and myriads of minority languages create unique 

vulnerabilities that emerging technologies exploit in unprecedented ways. 

LLMs trained on massive multilingual datasets now enable rapid production 

of culturally adapted disinformation across all EU languages. These systems 

can automatically adapt content to reflect regional dialects and cultural 

nuances, while maintaining coordinated narrative structures across borders.

The EU’s layered governance structure creates challenges for implementing 

unified responses to technological threats. However, this complexity has also 

driven innovative policy solutions. The Digital Services Act (DSA) represents 
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the world’s most comprehensive attempt to regulate digital platforms, while 

the AI Act sets global standards for AI governance. These two acts are EU 

regulations adopted in 2022 and 2024, respectively. DSA aims to “prevent 

illegal and harmful activities online and the spread of disinformation”8 which 

complements the AI Act’s purpose of regulating the use of AI systems.9 These 

cross-border cooperation mechanisms enable rapid response to emerging 

threats, though coordination remains an ongoing challenge.

The Russian invasion of Ukraine has highlighted how modern technologies 

can amplify disinformation’s impact on European security. Synthetic media 

generation has evolved to include real-time deepfake capabilities, enabling 

fake live streams and manipulated video conferences. Advanced computer 

vision algorithms can now alter satellite imagery and drone footage, creating 

false evidence of military activities or civilian casualties. The openness and 

transparency of the European societies have been precisely the vulnerabilities 

exploited by Russian information warfare.

The Democratization of Information Spread  
and Falsification 
Perhaps most concerning is how new technologies have democratized the 

creation and distribution of disinformation. The implementation of edge 

computing and 5G networks has fundamentally altered the dynamics of 

disinformation spread. These technological advancements have accelerated 

the dissemination of false information by enabling real-time content 

generation and distribution at the network edge. The reduced latency 

and increased processing capabilities allow disinformation campaigns to 

rapidly adapt to current events and target specific geographic areas with 

unprecedented precision. This technological infrastructure has created new 

vulnerabilities in both European and Taiwanese information ecosystems, as 

threat actors can now deploy sophisticated campaigns with minimal delay 

between content creation and distribution.10

Automated bot networks have become increasingly sophisticated, leveraging 

reinforcement learning to optimize their influence operations. These systems can 
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analyze engagement patterns and adapt their behavior in real-time, maximizing 

the spread of false information across social networks. The integration of 

emotion AI and sentiment analysis tools has enabled these systems to calibrate 

disinformation for maximum psychological impact, targeting specific emotional 

vulnerabilities within different demographic groups.11

The emergence of sophisticated GPT-style models has similarly revolutionized 

text-based disinformation. GPT-style refers to Generative Pretrained 

Transformer, which is a type of LLM with transformer architecture. These 

systems can craft persuasive content in multiple languages with minimal 

human intervention, adapting tone and style to match target audiences. The 

ability to generate culturally nuanced content at scale has made it increasingly 

difficult for readers to distinguish between authentic and artificial narratives. 

Neural rendering engines have further complicated the situation by enabling 

the creation of photorealistic 3D environments for fake news videos, 

providing convincing backdrops for fabricated events.12

Commercial AI tools now offer sophisticated capabilities that were once 

limited to state actors, fundamentally altering the landscape of information 

warfare. Stable Diffusion and DALL-E-like systems have transformed 

image manipulation, enabling users to generate or modify visual content 

that supports false narratives with remarkable authenticity. These systems 

have dramatically lowered the technical barriers to creating convincing fake 

imagery, making visual disinformation increasingly prevalent across social 

media platforms.13

Quantum computing looms as a significant threat multiplier in data security 

and cyber defense. While still in development, quantum computers could 

potentially break current encryption standards, compromising digital 

signatures and authentication systems that help verify content authenticity. 

It also has the potential to accelerate the dissemination of false information 

and amplify deepfake technologies. The EU’s investment in post-quantum 

cryptography reflects this growing concern about future technological 

vulnerabilities.
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Amid rapid technological developments, the creation and dissemination  

of false information, facilitated by the democratization of disinformation 

tools, pose formidable challenges that both Taiwan and the EU are struggling 

to overcome.

Responses and Countermeasures
The response to these technological challenges has necessarily been 

multifaceted, with Taiwan and Europe developing distinct but complementary 

approaches. Taiwan has emerged as a global leader in developing innovative 

approaches to combat technology-enabled disinformation. The island’s 

comprehensive digital literacy programs have reached over 85 percent of the 

adult population, creating a more resilient citizenry capable of identifying 

and resisting false information.14 To share its experiences and further 

develop its capacity to combat the challenges of disinformation and foreign 

information manipulation, Taiwan has co-hosted several international media 

literacy workshops under the Global Cooperation and Training Framework 

(GCTF).15 Taiwan’s civil society initiatives have pioneered new models of 

citizen engagement in fact-checking and verification, creating distributed 

networks of digital actors that collaboratively monitor information and 

enhance the public trust in information ecosystem.16 The resources are listed 

on the website of the Ministry of Justice Investigation Bureau and include the 

Taiwan FactCheck Center initiated by non-governmental organizations and 

LINE, the dominant communication app in Taiwan.17

The European Union (EU) has taken a more regulatory approach, introducing 

comprehensive legislation like the DSA and the AI Act to increase platform 

accountability and transparency. This regulatory framework establishes clear 

obligations for digital platforms while creating mechanisms for coordinated 

responses to disinformation campaigns. The EU’s approach emphasizes 

the importance of systematic oversight and corporate responsibility in 

maintaining information integrity.18 In 2022, the European Fact-Checking 

Standards Network (EFCSN) was launched by European fact-checking 

organizations. It aims to “promote the highest standards of fact-checking 

and promote media literacy for the public benefit.”19 With civil society-
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initiated EFCSN, the EU’s regulatory-based approach is complemented by 

civil society. Such a combination can form a sophisticated network with both 

top-down and bottom-up approaches to regulate and restrain the impact of 

false information. Technical countermeasures continue to evolve in parallel 

with emerging threats. Advanced forensic tools employing machine learning 

algorithms have shown increasing success in detecting synthetic media, 

while distributed ledger technologies create immutable records of content 

provenance. Digital watermarking and content authentication protocols 

are being standardized across platforms, creating more robust verification 

systems for authentic content. However, these technical solutions face 

ongoing challenges as adversarial AI systems become more sophisticated in 

evading detection.20

Future Research Imperatives
The rapid evolution of technology continues to outpace defensive measures, 

creating urgent needs for future research. Cross-platform disinformation 

dynamics require particular attention, as content increasingly flows between 

different social media environments, morphing and adapting to platform-

specific constraints. The cultural similarity and the divergent political stance 

on cross-strait relations between Taiwan and China complicate Taiwan’s 

challenges of combatting disinformation under the technological boom. 

Taiwan is not only simply facing the situation of false information spreading 

within society but also working on securing its political entity as a democratic 

self-governed island. The unique characteristics of Taiwan’s social media 

ecosystem, where platforms like Instagram, Facebook, and TikTok, coexist 

with Western, traditional Chinese and simplified Chinese content intertwined 

with diverse political views and cultural similarities about Taiwan and China, 

provide valuable insights into these complex dynamics.

The development of quantum-resistant authentication systems has become 

increasingly critical as quantum computing capabilities advance. Research 

must focus on practical implementations of post-quantum cryptography for 

content verification, particularly in high-stakes contexts like election security 

and public health communications. The EU’s investments in this area reflect 
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growing recognition of the need for future-proof security solutions.

Understanding the cognitive impact of AI-generated disinformation compared 

to traditional false content represents another crucial research direction. 

Studies must examine how exposure to deepfakes and synthetic media affects 

trust in authentic content and institutions over time. The European context, 

with its diverse populations and varying levels of digital literacy, provides an 

ideal environment for such research.

International Cooperation and Strategic Implications
The technological arms race in disinformation demands unprecedented levels 

of international cooperation. Neither Taiwan nor Europe can effectively 

address these challenges in isolation, nor in a simple bilateral partnership. 

The complex interplay of technological capabilities, geopolitical tensions, 

and information ecosystems requires a coordinated global response that 

transcends traditional diplomatic and technological boundaries.

Taiwan’s unique position at the intersection of technological innovation 

and geopolitical tension makes it a critical node in understanding global 

disinformation dynamics. Its experiences with persistent information warfare 

from state and non-state actors provide invaluable insights into sophisticated 

technological manipulation strategies. The island’s resilience has become 

a global model for developing adaptive digital defense mechanisms that 

combine technological solutions with societal resistance.

European approaches complement Taiwan’s strategies through their 

emphasis on regulatory frameworks and multinational coordination. The 

EU’s comprehensive legislative efforts, particularly the DSA and emerging 

AI regulations, represent the most sophisticated attempt to create systemic 

governance for digital information environments. These regulatory 

approaches provide a potential template for other democratic societies 

seeking to balance technological innovation with information integrity. 

Addressing the complex challenges of technological disinformation 
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requires a multidimensional approach that integrates technological, 

educational, and policy interventions. Future technological development 

must prioritize ethical considerations and vulnerability mitigation. This 

involves creating AI systems with inherent verification mechanisms, 

developing more sophisticated synthetic media detection tools, and 

establishing international standards for content authentication. The goal 

is not to restrict technological innovation but to create more robust and 

trustworthy digital environments.

Digital literacy must become a core component of educational curricula at all 

educational levels. This goes beyond teaching technical skills to developing 

critical thinking capabilities that enable individuals to navigate complex 

information environments. Both Taiwan and Europe have demonstrated the 

potential of comprehensive digital education programs in building societal 

resilience against disinformation, but more needs to be done to stay ahead 

of the development.

The rapid advancement of AI and synthetic media technologies raises 

profound ethical questions. Researchers, policymakers, and technology 

developers must engage in ongoing dialogue about the potential societal 

impacts of these technologies. Transparency, accountability, and human-

centric design must be prioritized to prevent the potential weaponization of 

advanced technological capabilities.

Navigating Technological Uncertainty
The experiences of Taiwan and Europe offer crucial insights into the complex 

relationship between technological innovation and information integrity. 

These regions demonstrate both the vulnerabilities and the potential resilience 

of democratic societies in the face of sophisticated technological challenges. 

Their strategies reveal that effective defense against disinformation requires 

a holistic approach combining technological innovation, robust governance, 

societal education, and international cooperation.

As AI, quantum computing, and synthetic media technologies continue 
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to advance, the battle for information integrity will become increasingly 

sophisticated. The ability to adapt, innovate, and maintain human agency in 

increasingly complex technological environments will be critical to preserving 

democratic discourse and societal trust.

The journey is not about creating impenetrable technological barriers 

but about developing more nuanced, adaptive, and resilient information 

ecosystems that can withstand sophisticated technological manipulations 

while preserving the fundamental values of openness, creativity, and 

democratic engagement. This publication aims at providing another step in 

the long journey towards a more secure and innovative global environment. 
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1.	 A Computational Lens on  
	 Information Warfare in Taiwan

Ming-Hung Wang, Hsiu-Ling Chu and Wei-Bin Lee

Introduction 
In an era where a single smartphone notification can ignite outrage, sway 

opinions, or even shape electoral outcomes, the concept of warfare has 

transcended traditional battlefields. No longer confined to missiles, armies, 

or territorial disputes, conflict has evolved into a new, intangible realm: the 

war of information. This form of warfare is subtle, psychological, and deeply 

manipulative, and its impact is particularly pronounced and dangerous in 

Taiwan, a region on the front lines of such threats.

Taiwan occupies a critical position amidst global geopolitical tension. With 

its thriving democratic society, advanced technology sector, and pivotal role 

in the Indo-Pacific, Taiwan stands as both a symbol of liberal democratic 

values and a contested arena in the struggle against authoritarian influence. 

While conventional military threats are well known, information warfare 

poses a quieter but equally existential threat to Taiwan’s political stability, 

social unity, and national sovereignty.

Information warfare can be defined as the strategic use of disinformation, 

propaganda, and psychological operations to influence public perception, 

disrupt civil trust, and destabilize societies. Unlike traditional warfare, it does 

not require guns or soldiers—only narratives, memes, bots, and platforms. 

The weapon is disinformation, the battlefield is public discourse, and the 

casualty is truth.

Emerging technologies, especially artificial intelligence (AI), machine 

learning, and big data analytics, have rapidly changed the scope and scale of 

these operations. What used to be manual and slow—writing propaganda, 



NIKLAS SWANSTRÖM & YI-CHIEH CHEN

24

forging documents, spreading rumors by word of mouth—has now become 

automated, scalable, and lightning-fast, capable of reaching millions in a 

matter of seconds.

These tools are often deployed by organized, well-funded groups, who target 

Taiwan’s elections, referendum campaigns, social debates, and international 

standing. These campaigns exploit vulnerabilities in human psychology, 

social media design, and cultural narratives to create confusion, provoke 

anger, and fragment communities.

This chapter delves into how these technological innovations are being used to 

wage information warfare against Taiwan and, importantly, what we can do 

to defend itself. Through the lens of computational social science, we explore 

the methods researchers and engineers are using to detect, understand, and 

counteract this evolving threat.

The Nature of the Threat
Taiwan’s unique geopolitical situation, positioned precariously between 

global superpowers, renders it a focal point for sophisticated information 

attacks, often serving as both a testing ground for hybrid warfare strategies 

and a symbolic battleground in the contest for regional hegemony. Foreign 

actors exploit Taiwan’s democratic openness, leveraging sharp power—as 

conceptualized by Joseph Nye1—to manipulate and distort information 

environments, aiming to destabilize its political system and influence its 

domestic and international standing. Disinformation campaigns in Taiwan 

can be categorized into several distinct strategies, each with profound 

implications for its political stability and societal cohesion:

1.	 Election Manipulation: During elections and referendums, 

disinformation campaigns aim to sway public opinion, discredit 

candidates, and suppress voter turnout, undermining the legitimacy 

of electoral outcomes. Such tactics align with theories of electoral 

interference, where external actors disrupt the democratic process to 

favor specific outcomes, weakening Taiwan’s democratic institutions 
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and eroding public faith in the electoral system.

2.	 Social Division: False narratives are deliberately crafted to exacerbate 

societal cleavages, deepening divides along ethnic, generational, and 

ideological lines. This strategy mirrors the classical tactic of "divide 

and rule," fragmenting societies to reduce their collective resilience.2 

In Taiwan, such narratives amplify tensions between ethnic groups 

(e.g., indigenous communities versus Han Chinese descendants) or 

generational cohorts (e.g., older versus younger generations), fostering 

polarization and hindering social unity. This dynamic is further intensified 

by the echo chamber effect, where groups exhibit designed and guided 

behavioral alignment, with strengthened in-group cohesion amplifying 

biases against out-groups, and as group sizes grow, the proliferation 

of incompatible, chaotic perspectives may ultimately lead to societal 

collapse. Social identity and conflict theories highlight how constructed 

narratives intensify in-group/out-group dynamics, while emphasizing 

that dialogue between groups could serve as a potential strategy for 

mutual understanding and reconciliation.3

3.	 International Isolation: Propaganda campaigns target Taiwan’s 

sovereignty and legitimacy within international discourse, aiming to 

isolate it diplomatically. These efforts involve spreading narratives that 

question Taiwan’s status as a sovereign entity, employing a strategy of 

de-legitimation to challenge its global recognition. By eroding Taiwan’s 

international support, such disinformation reinforces the "One China" 

narrative, pressuring global actors to distance themselves from Taiwan 

and weakening its position in international organizations like the United 

Nations or the World Health Organization.

4.	 Public Panic or Distrust: Disinformation surrounding public health crises, 

military activities, or foreign diplomacy is designed to incite fear and 

erode trust in governmental institutions. For instance, fake news about 

fabricated military threats or health emergencies can trigger widespread 

panic, a process akin to securitization, where issues are framed as 
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existential threats to justify public fear.4 This undermines the state’s 

legitimacy by portraying it as incapable of managing crises, fracturing 

the social contract—a foundational element ensuring governance 

through mutual trust and accountability—between the government and 

its citizens.

The potency of these threats is amplified by their evolved mode of delivery 

in the digital age. Unlike the fundamental methods of the past—such as 

low-quality broadcasts—modern disinformation campaigns are visually 

sophisticated, emotionally resonant, and algorithmically optimized for 

virality. These campaigns harness advanced multimedia techniques to create 

compelling content that exploits psychological biases like confirmation bias 

or fear-based decision-making, while platform algorithms amplify their reach 

and impact. This reflects the broader paradigm of information warfare, 

where the control and manipulation of information flows become a critical 

battleground in modern geopolitics. In Taiwan’s context, such tactics not 

only threaten domestic stability but also challenge its democratic resilience, 

making the development of robust countermeasures a pressing priority for 

safeguarding its political integrity and societal harmony.5

Emerging Technologies: Tools of Modern Propaganda
The dissemination of false information has long been a tactic in conflicts, 

dating back centuries, but the advent of emerging technologies has 

dramatically amplified the scale, sophistication, and impact of contemporary 

disinformation campaigns. These technologies not only enhance the 

believability of deceptive content but also pose significant challenges 

for detection and mitigation, as they exploit the digital ecosystem’s 

interconnectedness and speed. In Taiwan, where political tensions and 

democratic openness make it a prime target for information warfare, these 

tools are particularly potent, enabling malicious actors to manipulate public 

perception with unprecedented precision and reach. The following outlines 

the core technological innovations driving modern propaganda and their 

specific applications in disinformation campaigns:
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1.	 AI-Generated Content
AI has revolutionized the creation of deceptive media, producing highly 

believable content that blurs the line between reality and fabrication. AI-

driven tools can generate photorealistic images, fake videos (commonly 

known as deepfakes), coherent text, and even synthetic voices that mimic 

real individuals with striking accuracy. In the context of disinformation, 

these capabilities are weaponized to:

•	 Fabricate news reports or interviews that appear authentic, misleading 

audiences into believing false narratives.

•	 Impersonate public figures, such as politicians or celebrities, to spread 

misleading statements or endorsements that influence public opinion.

•	 Create emotionally resonant but entirely fictional stories, often designed 

to provoke fear, anger, or division, particularly during sensitive political 

moments like elections or referendums in Taiwan.

2.	 Automated Bot Networks
Automated bot networks, consisting of programmed accounts that mimic 

human behavior, have become a cornerstone of digital propaganda. These 

bots interact with social media content to artificially inflate visibility, create 

the illusion of widespread consensus, or drown out opposing viewpoints. In 

Taiwan, bot armies are deployed with alarming efficiency to:

•	 Amplify disinformation by rapidly sharing false content across platforms, 

ensuring it reaches a wide audience before it can be debunked.

•	 Attack celebrities and politicians through coordinated harassment 

campaigns, undermining their credibility and sowing distrust among 

their supporters.

•	 Manipulate trending topics by flooding platforms with specific hashtags 

or keywords, shaping public discourse and steering attention toward 

fabricated narratives.

3.	 Sentiment Analysis and Microtargeting
Advancements in sentiment analysis and microtargeting enable disinformation 

operators to craft highly personalized messages that exploit individual biases, 

fears, and emotional triggers. By analyzing users’ online behavior—such as 
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their browsing history, social media interactions, and emotional responses—

actors can tailor content to resonate with specific audiences, making it more 

persuasive and harder to detect. This technology is often used to target 

vulnerable demographics, such as undecided voters or groups with strong 

ideological leanings, amplifying divisive narratives. For instance, tailored 

messages might exploit fears of economic instability or national security 

threats, subtly influencing voter behavior during critical political events like 

elections or referendums.

4.	 Multimodal Disinformation
Modern disinformation campaigns have evolved beyond simple text-based 

falsehoods, increasingly relying on multimodal formats that integrate 

images, videos, memes, and audio to create more engaging and convincing 

content. This blending of media types makes disinformation not only more 

compelling but also more resistant to traditional fact-checking methods, as 

visual and auditory elements are harder to verify than text alone. Visual 

content, in particular, holds immense power in emotionally charged 

political environments, where it can evoke strong emotional responses that 

override rational scrutiny. In Taiwan, the use of memes and propaganda 

videos has surged during key political moments, such as election campaigns 

or referendums, where emotionally charged visuals are deployed to sway 

public sentiment, deepen societal divides, or undermine trust in democratic 

institutions. For example, a single viral meme or video can rapidly spread 

narratives that question governmental legitimacy or incite fear, leveraging 

the emotional immediacy of visual media to amplify its impact.6

Decoding Political Messaging: Deep Learning for 
Multimodal Fake News Detection
The primary challenges in detecting fake news stem from the variability of 

its formats, the demand for large annotated datasets, and the difficulty of 

identifying subtle manipulations. Traditional methods struggle to address 

the complexities posed by multimodal content, which encompasses text, 

images, and videos. However, deep learning (DL) models, with their ability 

to integrate multimodal data, demonstrate significant potential in combating 
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fake news. For instance, by employing convolutional neural networks 

(CNNs) and transformers, these models can analyze and classify multimodal 

data, capturing intricate patterns across different data types and thereby 

substantially improving detection accuracy.7

CNNs excel at analyzing visual data, employing convolutional filters 

to effectively extract spatial features for classifying images or detecting 

objects. By integrating models within the neural network ecosystem—such 

as recurrent neural networks (RNNs), gated recurrent units (GRUs), and 

recursive neural networks (RvNNs) for processing sequential or hierarchical 

data, generative adversarial networks (GANs) for creative tasks, and 

transformers for capturing dynamic contextual shifts—this collaboration 

expands the research scope of multimodal data.

These models can also be applied to infer relationships between promotional 

materials and political activities, such as analyzing the proportion of text 

to images in propaganda forms, the strategic messaging conveyed through 

text in images, the differences in compositional objects reflecting various 

political stances, and the strategic significance of color schemes in political 

party interactions.8 Beyond facilitating a deeper understanding of specific 

events, this approach extends foundational methodologies for studying 

propaganda strategies, while also providing a structured research framework 

for computational social science.

Mapping Political Influence: AI for Stance Detection
A more advanced frontier in disinformation analysis is stance detection—

understanding the ideological leanings of online content and the communities 

who spread it.

In Taiwan, Facebook fan pages often play crucial roles in political 

communication. Using social network analysis, researchers can:

•	 Analyze user interactions (likes, shares, comments).

•	 Map networks of pages, users, and themes.

•	 Detect shifts in sentiment or surges in polarizing content.
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These methods use unsupervised machine learning and graph mining to 

visualize ideological clusters, revealing not only where disinformation is 

coming from but how it spreads. It helps policymakers and civil society 

intervene early when polarizing content begins gaining traction.9

The Defense: Taiwan’s Growing Arsenal of 
Countermeasures
Taiwan, confronting persistent threats from disinformation campaigns, 

has adopted a proactive and forward-thinking approach to safeguard its 

democratic society, leveraging cutting-edge technology alongside policy, 

education, and international cooperation. By integrating innovative tools 

with community engagement and global partnerships, Taiwan is building 

a resilient framework to protect its information ecosystem from malicious 

interference, positioning itself at the forefront of combating digital 

disinformation. The following outlines the key pillars of Taiwan’s defense 

strategy and their implementation:

1.	 Fact-Checking Networks
Taiwan has cultivated a robust ecosystem of independent fact-checking 

organizations, including platforms such as the Taiwan FactCheck Center,10 

MyGoPen,11 and Cofact,12 which play a pivotal role in combating viral 

falsehoods.13 These groups employ a combination of expert analysis and AI-

driven tools to swiftly verify information, and refute it through clarification 

mechanisms such as expert opinions or narrative bulletins. For instance, 

during election periods, these networks collaborate with local media to 

provide real-time corrections, reducing the harm of disinformation to society. 

Their efforts are further supported by community reporting mechanisms, 

where citizens can flag suspicious content, creating a participatory model of 

truth-seeking that enhances public trust in verified information.

2.	 AI-Driven Monitoring Tools
New tools are being developed that scan social media in real-time, flag 

suspicious posts, and detect coordinated inauthentic behavior. These use 

AI models trained on local datasets for better accuracy. To enhance their 
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effectiveness, these tools are designed to adapt to the unique linguistic 

and cultural nuances of Taiwan’s online environment, ensuring that they 

can identify disinformation tactics that might otherwise go unnoticed 

in a globalized context. For instance, integrating propaganda template 

multimodal detection model, incorporate comprehensive analysis of text, 

images, physical objects and other elements into the system.14 These models 

are trained on datasets that include local slang, political terminology, and 

historical references specific to Taiwan, allowing them to better distinguish 

between legitimate discourse and manipulative content. Additionally, these 

designs could incorporate human-in-loop interactions in real-time feedback 

mechanisms to refine the models’ accuracy over time, creating a dynamic 

system that evolves with emerging threats. This approach not only improves 

detection capabilities but also enables proactive intervention, helping to curb 

the spread of false information during critical moments such as elections or 

public health crises.

3.	 Public Education
Recognizing that technology alone cannot combat disinformation, 

organizations in Taiwan have launched extensive digital literacy campaigns 

across schools, universities, and public institutions to empower its citizens 

with critical thinking skills. These initiatives teach individuals how to spot 

false information, question the credibility of sources, and critically evaluate 

online content before sharing it. Supporting channels include public activities, 

social platforms and media programs, focusing on common disinformation 

tactics, such as emotionally charged fake news or manipulated images. By 

fostering a culture of media literacy, Taiwan aims to build a more discerning 

public that can resist manipulative narratives, particularly during politically 

sensitive periods like elections, where disinformation campaigns are most 

prevalent.15

4.	 International Collaboration
Taiwan actively collaborates with democratic allies, research institutions, 

and international non-governmental organizations to strengthen its defenses 

against disinformation. Through these partnerships, Taiwan shares best 
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practices, exchanges data on emerging threats, and learns from global 

experiences in countering information warfare. Additionally, Taiwan works 

closely with major tech platforms like Meta and Google to improve response 

times to false content, advocating for faster removal of harmful posts and 

greater transparency in algorithmic processes. These collaborative efforts not 

only enhance Taiwan’s technical capabilities but also reinforce its position 

within a global network of democracies committed to protecting the integrity 

of information spaces.16

Looking Ahead: The Role of Next-Generation AI
Looking ahead, future research will build upon these findings to develop 

more sophisticated analytical models. Specifically, by incorporating modern 

advanced methodologies such as large language models (LLMs) and retrieval-

augmented generation (RAG), we aim to expand the dimensionality of data 

analysis, thereby enhancing both the interpretability and predictive accuracy 

of disinformation detection frameworks.

These methodological innovations will enable us to better capture the 

contextual nuances of political discourse across multiple modalities and 

temporal dimensions. The integration of LLMs will facilitate deep semantic 

understanding of textual content beyond surface-level features, while RAG 

systems will support evidence-based reasoning through dynamic knowledge 

retrieval from verified information repositories. For instance, in the coordination 

process between a LLM and RAG, the retriever initially identifies and selects 

relevant documents from the knowledge base based on the user’s query. 

Subsequently, the LLM generator leverages these retrieved results as contextual 

input to produce coherent text. This integrated approach effectively mitigates 

the risk of hallucinations while enhancing the factual accuracy of the output.17

This multi-faceted approach not only promises to improve technical 

performance metrics but also strengthens the ecological validity of 

computational social science research in real-world information environments. 

Furthermore, we envision developing transferable frameworks that can adapt 

to emerging disinformation tactics and cross-cultural contexts, ultimately 



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

33

contributing to more resilient digital information ecosystems.

Reflection on the risks of using generative AI should be incorporated into 

relevant developments, including reliability, over-dependence, privacy and 

security, impact on scholarly publishing, and concerns about employment in 

generative AI.18

Conclusion: A Digital Shield for Democracy
The war for Taiwan’s future may never be fought with tanks or aircraft—but 

it is already being fought on phones, feeds, and screens. Disinformation is 

a quiet threat, but a dangerous one, eroding trust, poisoning debate, and 

weakening national identity from within. This cognitive battlefield, however, 

is intricately linked to the physical realm, as the vulnerability of critical 

infrastructure underpins the effectiveness of information warfare. For an 

island nation like Taiwan, the reliance on undersea cables as a single point of 

failure poses a strategic risk, amplifying the potential impact of cyberattacks or 

sabotage that could sever digital connectivity. By integrating the physical and 

cognitive battlefields, we see how Taiwan’s unique geopolitical role—caught 

between global powers and heavily dependent on digital networks—makes 

it particularly susceptible to hybrid threats that exploit both infrastructure 

weaknesses and societal divisions, threatening its democratic resilience on 

multiple fronts.

Emerging technologies have empowered the spread of false information, but 

they can also be our best tools for fighting back. Taiwan’s experience offers 

a blueprint for other nations facing similar challenges: invest in research, 

build resilient digital systems, educate the public, and never underestimate 

the power of truth in the face of deception. The construction of resilient 

digital systems must necessarily correspond to the resistance of vulnerable 

critical infrastructure. Strengthening external connectivity effectiveness 

through alternative solutions such as satellite communications will enhance 

the ability of the digital ecosystem to resist hybrid threats.

The volume of information disseminated through social media platforms 
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is vast and complex, rendering traditional human-driven or quantitative 

observation methods insufficient for effective analysis. This chapter has 

focused on the detection of disinformation, highlighting the potential of 

integrating and advancing computational technologies to enhance the 

depth and efficiency of fact-checking processes. These advancements aim to 

mitigate the societal impact of false information by offering robust, data-

driven solutions. 

As we move forward, the battle against disinformation will not be won 

by technology alone, but by the values we embed within it—transparency, 

accountability, and democracy.
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2.	 Reconfiguring AI Governance 
for Sovereign AI: A Comparative 
Analysis of Global Approaches

Chih-hsing Ho

Introduction
The global competition for artificial intelligence (AI) dominance has extended 

well beyond technological innovation, becoming closely intertwined with 

geopolitics, economic strategy, and national security. As large language 

models (LLMs) and generative AI technologies advance at a rapid pace, 

AI has become a critical asset, shaping political and economic dynamics 

worldwide. In this new era of AI-driven competition, the concept of Sovereign 

AI has risen to prominence. For many nations, attaining sovereignty over AI 

governance extends beyond boosting national competitiveness; it represents 

a critical strategic priority linked to data security, information control, 

and maintaining socio-political stability. This chapter explores the concept 

of Sovereign AI, analyzes strategic approaches to AI governance from a 

comparative perspective, and evaluates the challenges and opportunities 

Taiwan faces in the evolving AI geopolitical landscape. By examining different 

AI governance models, this analysis offers insights into how governments 

can navigate the delicate balance between technological innovation and 

regulatory frameworks.

Sovereign AI in Global Geopolitics
Sovereign AI refers to a nation’s ability to independently control the entire 

lifecycle of AI technologies—from data collection, model training, and 

algorithm design to the final deployment of AI applications—without relying 

on foreign enterprises or external technologies.1 The primary goal of sovereign 

AI is to safeguard national data sovereignty, maintain the security of critical 

infrastructure, and ensure autonomous control over information flow. In 
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recent years, the race for sovereign AI has become a critical battleground 

in the global technology competition, as nations increasingly recognize 

AI as a next-generation strategic asset with profound implications across 

multiple domains. AI is not merely a tool for technological advancement; it 

is a driving force behind the Fourth Industrial Revolution. By significantly 

boosting productivity and innovation, AI offers countries with advanced 

technologies a substantial competitive edge in global markets. 

Beyond economic benefits, sovereign AI is also essential to national security. 

Modern defense systems and cybersecurity strategies rely heavily on AI-

driven technologies. Autonomous systems enhance military capabilities, 

while predictive analytics and machine learning improve threat detection and 

strategic decision-making. Nations that develop their own AI technologies 

reduce the risks associated with relying on foreign systems, which could 

compromise critical defense infrastructures or expose sensitive information 

to external manipulation. In addition, in an era where information warfare 

and digital manipulation are growing threats, sovereign AI also plays a vital 

role in maintaining societal stability. The rise of AI-generated content, such as 

deepfakes and fake news, has heightened the potential for external entities to 

influence public opinions and disrupt democratic processes. By governing AI 

technologies domestically, countries can safeguard their media environments 

and reduce vulnerabilities to disinformation campaigns, thereby preserving 

the integrity of their democratic institutions.2

The pursuit of sovereign AI has therefore become a new battleground in 

the global competition among major powers, reshaping the geopolitical 

landscape. The European Union (EU), the United States (U.S.), and China 

are making significant investments in developing independent AI capabilities 

or establishing regulatory frameworks, recognizing that technological 

sovereignty is not merely about economic competitiveness but also a critical 

strategic asset in maintaining global influence. In addition, countries that 

achieve self-reliance in AI technology are better positioned to harness these 

economic benefits without dependency on external powers. This autonomy 

reduces vulnerability to external pressures, such as export restrictions 
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or technological embargoes, which could stymie economic development. 

For example, the U.S. has imposed export controls on high-performance 

computing chips, aiming to limit China’s AI development capabilities and 

maintain its own competitive edge. Such measures illustrate how sovereign 

AI and AI governance are increasingly intertwined.

Diverse Approaches to AI Governance
The current divergence in AI governance frameworks across the globe 

underscores the difficulty of defining AI governance without considering the 

underlying values, priorities, and objectives that shape its implementation. 

AI governance is not merely a set of technical regulations; rather, it is a 

political, ethical, and economic construct that reflects the interests of different 

stakeholders. The fundamental question of what AI governance is for and 

whose interests it serves plays a decisive role in determining the choice of 

regulatory models, enforcement mechanisms, and ethical considerations.3 

Different governance models emerge depending on whether AI regulation is 

primarily intended to advance state-led technological development, ensure 

national security, or safeguard individual rights and democratic values. 

In authoritarian or state-driven models, AI governance tends to prioritize 

government control and strategic dominance in AI innovation. This approach 

can be observed in countries where AI governance is deeply intertwined 

with state policy, often involving strict surveillance mechanisms, centralized 

data access, and government-led AI initiatives aimed at enhancing national 

competitiveness. In such cases, governance frameworks are designed to 

maximize AI’s economic and geopolitical potential, sometimes at the cost of 

individual freedoms and privacy. 

In contrast, rights-based AI governance frameworks, as seen in democratic 

societies, emphasize ethical AI development, data protection, and individual 

rights preservation. These frameworks often focus on transparency 

and accountability, ensuring that AI systems do not reinforce biases or 

compromise fundamental freedoms. The EU’s AI Act is a prominent example 

of such an approach, where governance mechanisms impose strict compliance 

requirements on AI developers and users to prevent ethical violations and 



NIKLAS SWANSTRÖM & YI-CHIEH CHEN

40

protect citizens from AI-related harms. Here, AI governance serves the broader 

public interest by prioritizing human rights, privacy, and non-discrimination. 

Meanwhile, market-driven AI governance models, such as those prevalent in 

the U.S. take a more decentralized approach, where industry self-regulation 

and sector-specific policies play a significant role. Rather than a single 

comprehensive AI regulatory framework, the U.S. governance model relies on 

private sector innovation, voluntary compliance standards, and a patchwork 

of regulations that vary by industry (e.g., finance, healthcare, defense). In 

this case, AI governance serves to stimulate innovation, maintain competitive 

advantage, and balance regulation with technological progress, often giving 

companies greater autonomy in shaping their own AI policies.

The divergence in AI governance models raises critical questions about 

global AI policy alignment and the feasibility of establishing universal AI 

governance standards.4 As AI technologies continue to advance, international 

cooperation will be necessary to bridge regulatory gaps, address cross-

border AI challenges, and ensure that governance frameworks promote 

ethical AI development while reflecting diverse geopolitical and cultural 

contexts. Without recognizing the foundational values and interests shaping 

AI governance, any attempt to define a singular, global AI governance model 

will remain incomplete and insufficient to address the complexities of AI’s 

impact on society.

AI Ethics and Accountability: Competing Visions  
The governance of AI is deeply shaped by varying ethical values, legal 

traditions, and societal priorities across different regions. These differences 

manifest in how countries regulate AI ethics, assign liability for AI-related 

harms, and enforce accountability mechanisms for AI-driven decisions. 

While some jurisdictions emphasize human rights, transparency, and 

fairness, others focus on economic growth, national security, or state 

control as the guiding principles of AI governance. These divergences create 

inconsistent regulatory environments, leading to challenges in international 

AI governance harmonization and cross-border compliance.5 Ethical AI 

governance is a cornerstone of regulatory discussions worldwide, yet different 
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countries prioritize different moral and legal foundations when determining 

what constitutes responsible AI behavior. In Europe, AI ethics frameworks 

are deeply rooted in human rights principles. The EU AI Act, for instance, 

adopts a risk-based classification system, ensuring that AI applications 

posing significant risks—such as biometric surveillance or algorithmic hiring 

systems—are subject to strict compliance requirements. Ethical AI in this 

model emphasizes non-discrimination and explainability, ensuring that AI 

does not reinforce social biases or infringe upon fundamental rights.

Conversely, in China, AI ethics are closely tied to state interests, prioritizing 

national security and economic progress. Rather than emphasizing individual 

rights, AI ethics in China focus on the collective good as defined by the state, 

with AI governance frameworks mandating alignment with government 

policies and controlled information dissemination. This approach is 

evident in AI-driven censorship systems, mass surveillance technologies, 

and algorithmic content moderation, where ethical considerations are 

framed through the lens of social harmony and political stability rather 

than personal freedoms. In the U.S., AI ethics take a more market-driven 

approach, where corporate responsibility and voluntary compliance play a 

central role in shaping governance. Unlike the EU’s rights-based model or 

China’s state-driven governance, AI ethics in the U.S. are often guided by 

industry standards and sector-specific oversight. This decentralized approach 

allows for greater flexibility in AI innovation, but it also raises concerns 

about inconsistent ethical enforcement and the prioritization of profit-driven 

motives over fairness and accountability. Companies largely define their own 

ethical AI guidelines, leading to fragmented governance structures that may 

lack enforceability.

1.	 AI Liability: Who Takes Responsibility for Failures?
Assigning liability for AI decisions remains one of the most complex and 

unresolved challenges in AI governance. In traditional legal systems, liability 

is assigned to individuals or entities that cause harm. However, AI systems 

introduce a new layer of complexity, as they can act autonomously and  

unpredictably. This raises critical questions: Who should be held responsible 
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when an AI system makes an erroneous medical diagnosis, causes financial 

loss, or results in discriminatory hiring practices? In Europe, AI liability laws 

are shifting towards strict liability models, where AI developers and deployers 

bear greater responsibility for the actions of their systems.6 The proposed 

EU AI Liability Directive seeks to simplify the process for victims to claim 

compensation for AI-related harm, even when the decision-making process 

of AI systems is opaque.7 This aligns with the EU’s broader commitment to 

consumer protection and corporate accountability, ensuring that individuals 

harmed by AI decisions have legal recourse.

By contrast, China’s AI liability framework is closely intertwined with state 

oversight and government control, particularly in high-risk AI applications 

such as facial recognition and cybersecurity. While companies and developers 

may bear some legal responsibility, liability often extends to government 

regulators and entities managing AI infrastructure. This model ensures state 

control over AI governance but may limit individual legal recourse against 

government-mandated AI deployments. In the U.S., AI liability remains 

largely case-dependent and sector-specific, with different regulatory agencies 

overseeing AI applications in fields like finance, healthcare, and autonomous 

vehicles. Product liability laws, contract laws, and tort principles play a role 

in determining liability, but the lack of a unified federal AI liability framework 

creates regulatory uncertainty. As a result, many legal disputes over AI 

failures are addressed through litigation rather than proactive regulatory 

oversight, leading to unclear precedents and inconsistent enforcement.

2.	 AI Accountability: Centralized vs. Decentralized Models
The mechanisms for ensuring AI accountability also vary significantly 

across jurisdictions. In Europe, accountability is enforced through strong 

regulatory oversight and transparency mandates, particularly in high-risk AI 

applications. AI developers and deployers must demonstrate compliance with 

fairness, safety, and human oversight requirements, ensuring that AI-driven 

decisions remain explainable and contestable. AI models are subject to impact 

assessments and ongoing compliance checks, making accountability a proactive 

legal requirement rather than a reactive enforcement measure. In China, AI 



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

43

accountability is highly centralized, with government authorities playing a 

direct role in monitoring and guiding AI behavior. AI systems are often required 

to be registered, approved, and regularly updated in compliance with state-

mandated ethical and security guidelines. Private companies developing AI in 

China must align their models with government priorities, and failure to do so 

can result in regulatory penalties or market restrictions. This model ensures 

strong state control over AI applications but limits independent accountability 

measures and external scrutiny.

In contrast, the US’ AI accountability framework is largely decentralized, 

with companies self-regulating their AI models based on industry best 

practices. While certain agencies, such as the Federal Trade Commission 

(FTC) and Food and Drug Administration (FDA), provide oversight for AI 

in consumer protection and medical applications, many AI-driven industries 

operate without standardized accountability frameworks. This reliance 

on corporate self-regulation has been criticized for allowing companies to 

prioritize profitability over ethical AI practices, leading to concerns about lack 

of transparency and difficulties in contesting AI-driven decisions. The stark 

differences in AI ethics, liability, and accountability highlight the broader 

geopolitical and legal divergences shaping AI governance globally. While 

some jurisdictions emphasize rights-based governance and strong regulatory 

oversight, others prioritize state control or corporate self-regulation, leading 

to vastly different AI governance models. These differences complicate global 

AI policy harmonization, creating challenges in areas such as cross-border AI 

deployments and international liability claims. 

Challenges in Global Harmonization of AI Governance
While the idea of aligning AI governance principles across jurisdictions 

is both logical and necessary, achieving such harmonization is far more 

complex than it may appear. AI is no longer just a technological innovation; 

it has become a strategic asset that influences economic power, national 

security, and global competition. The rise of AI as a geopolitical tool means 

that nations are less inclined to compromise on their AI strategies, making 

international cooperation in AI governance highly challenging. Even though 
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global AI safety standards and ethical frameworks could help mitigate risks 

and enhance accountability, deep-rooted political and economic tensions 

between countries make regulatory convergence unlikely in the near future.8 

A major obstacle to AI harmonization is the geopolitical rivalry between AI 

superpowers, particularly the U.S. and China. Both nations are investing 

heavily in AI research and infrastructure, recognizing AI’s potential to 

shape global influence. The U.S. prioritizes AI innovation through private 

sector leadership and minimal federal intervention, while China integrates 

AI into state-led governance and national security frameworks. Given these 

conflicting models, the likelihood of establishing mutually agreed-upon AI 

regulations is minimal. Cooperation would require both countries to make 

regulatory concessions, which neither is willing to do, as it could weaken 

their strategic AI advantages.

The EU, while advocating for strict AI ethics and human rights protections, 

finds itself in a difficult position. The EU AI Act sets high compliance 

standards for AI, aiming to become the global benchmark for AI regulation. 

However, the EU’s stringent approach risks reducing its competitiveness in 

the global AI race, as companies may prefer to develop AI technologies in 

regions with more business-friendly regulatory environments. This divergence 

further complicates international cooperation, as regions with stricter AI 

laws may struggle to align with those that prioritize AI innovation and 

market growth over rigid compliance measures. Emerging economies also 

face unique challenges in AI governance, as many developing nations lack 

the infrastructure, expertise, and regulatory capacity to enforce AI policies. 

These countries often depend on AI investments from global tech giants or 

foreign governments, making them vulnerable to the influence of external  

AI regulations.9 For instance, African and Southeast Asian nations that  

adopt Chinese AI-driven surveillance technologies may find themselves 

indirectly aligning with China’s AI governance model. Meanwhile, nations 

that rely on Western tech firms for AI development may need to navigate 

conflicting regulatory expectations from the U.S. and EU, making true 

regulatory harmonization even more elusive.
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Furthermore, the militarization of AI and national security concerns 

make it unlikely that countries will agree on common AI governance 

frameworks. Many nations are developing autonomous weapons systems 

and cyber warfare capabilities, areas where transparency and international 

cooperation are highly sensitive. Given the national security implications of 

AI, governments are reluctant to disclose details about their AI capabilities 

or submit to internationally imposed AI governance rules. This lack of trust 

among global powers hinders collaboration and increases the risk of an AI 

arms race, where countries prioritize AI dominance over ethical or regulatory 

cooperation. Another critical issue is the fragmentation of AI regulatory 

efforts at international forums. Various global institutions, such as the United 

Nations, the Organization for Economic Co-operation and Development, 

the G7, and the World Economic Forum, have proposed frameworks for 

ethical AI governance. However, these initiatives lack enforcement power, 

as participation is voluntary and binding regulations are absent. Unlike 

global agreements on nuclear non-proliferation or trade laws, AI governance 

lacks a universal regulatory body with authority to enforce compliance. As 

a result, nations continue to pursue individual AI strategies, leading to a 

patchwork of regulations that make cross-border AI governance inconsistent 

and difficult to enforce.

Taiwan's Role and Challenges in AI Governance
Taiwan's global leadership in the semiconductor industry positions it as 

a critical player in the AI hardware supply chain. Taiwan Semiconductor 

Manufacturing Company (TSMC) holds a near-monopoly in the production 

of advanced AI chips, such as NVIDIA GPUs, making Taiwan an indispensable 

hub for global AI computing power. This dominance in semiconductor 

manufacturing offers Taiwan a strategic advantage in the global AI landscape, 

particularly as the demand for high-performance computing continues to 

surge. However, despite its strength in hardware, Taiwan faces significant 

challenges in AI software development, data governance, and the creation 

of large language models (LLMs). Unlike the U.S., which leads in software 

innovation and AI applications, Taiwan's AI ecosystem is still in a nascent 

stage, struggling to achieve technological independence in the software 
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domain. The development of Taiwan’s domestic LLM model, "TAIDE" 

(Trustworthy AI Dialog Engine),10 exemplifies these challenges. The TAIDE 

project aims to establish a sovereign AI model tailored to local needs, yet 

it has encountered obstacles such as limited access to traditional Chinese-

language datasets, insufficient funding, and a lack of computing resources. 

In addition, a significant obstacle to Taiwan's AI ambitions is policy 

fragmentation. Various governmental agencies—including the National 

Science and Technology Council, the Ministry of Digital Affairs, and 

the Ministry of Education—manage AI-related budgets and initiatives 

independently. This silo approach often results in resource misallocation 

and overlapping projects. Establishing a centralized coordinating body could 

help streamline efforts and develop a cohesive strategy for AI ecosystem 

development. Such consolidation would not only improve efficiency but also 

expedite progress toward building a robust sovereign AI infrastructure. 

Geopolitical factors further complicate Taiwan’s pursuit of AI sovereignty. 

Taiwan's semiconductor industry is a focal point in the broader U.S.-China 

technology rivalry, exposing it to geopolitical risks and market dependencies. 

To mitigate these risks, Taiwan could benefit from strategic partnerships 

with like-minded countries, promoting technological collaboration while 

maintaining a balanced stance in the AI domain. Such an approach could 

diversify Taiwan’s markets and bolster its technological and strategic 

positioning on the global stage.

In terms of AI governance, Taiwan has adopted a “guidance-before-

legislation”  strategy to manage the rapidly evolving AI landscape.11 This 

approach involves issuing non-binding guidelines as a preliminary step, 

allowing regulatory agencies and industries to adapt to AI developments 

flexibly. By delaying formal legislation until necessary, Taiwan aims to avoid 

rigid regulatory frameworks that might stifle innovation or quickly become 

outdated. However, by prioritizing non-binding guidelines over formal 

legislation, Taiwan risks creating a fragmented regulatory environment 

where compliance is voluntary, and accountability is diluted. While this 
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strategy allows for flexibility, it may also lead to inconsistent enforcement 

across sectors, giving rise to loopholes and uneven regulatory standards. In 

addition, the forthcoming “Artificial Intelligence Basic Act,” anticipated for 

legislative review in the near future, represents Taiwan’s effort to formalize 

AI governance.12 Nevertheless, the delay in introducing a comprehensive 

legal framework exposes Taiwan to potential risks, including unchecked AI 

deployment and ethical oversights. While the Act is built on commendable 

principles—such as transparency, privacy, autonomy, fairness, cybersecurity, 

sustainable development, and accountability—its impact will depend heavily 

on the robustness of its implementation and enforcement mechanisms.

There is also a question of whether this legislation will merely codify existing 

guidelines or genuinely introduce rigorous standards that can withstand 

the complex and rapidly evolving AI landscape. Without strong regulatory 

teeth, the Act might struggle to address high-stakes issues such as bias in 

AI algorithms, data privacy breaches, and accountability for AI-driven 

decisions. Additionally, Taiwan’s focus on “guidance-before-legislation” 

could undermine the Basic Act’s authority if non-binding guidelines continue 

to dominate AI governance, creating a scenario where the legal framework 

is more aspirational than operational. Ultimately, while Taiwan’s approach 

offers a degree of flexibility, it also demands critical evaluation to ensure 

that it does not compromise the country’s ability to effectively regulate 

AI technologies. The success of Taiwan’s AI governance will hinge on its 

willingness to transition from a guidance-based model to a more decisive 

regulatory framework that not only encourages innovation but also 

rigorously protects individual and societal interests.

Conclusion
As the global race for AI dominance intensifies, the pursuit of sovereign 

AI has emerged as a critical strategic priority for nations seeking to secure 

technological and geopolitical advantages. This chapter has examined how 

different countries approach AI governance, revealing a spectrum of strategies 

that balance innovation with regulatory control. From the proactive yet 

fragmented guidance-before-legislation model in Taiwan to the stringent 
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regulatory frameworks in Europe and the dual-track innovation-market 

approach of the U.S., each model offers unique insights into the complex 

relationship between AI governance and national interests.   

For Taiwan, navigating the evolving AI geopolitical landscape presents 

both challenges and opportunities. While Taiwan benefits from its strong 

hardware manufacturing base, particularly in semiconductors, it faces hurdles 

in software development and policy coherence. The anticipated AI law 

marks a crucial step towards establishing a more structured AI governance 

framework, yet its success will depend on effective implementation and 

enforcement. Taiwan’s ability to consolidate its policies, enhance inter-

ministerial coordination, and reduce geopolitical dependencies will be 

essential in achieving true AI sovereignty. Ultimately, the analysis underscores 

that achieving sovereign AI is not solely about technological self-reliance 

but also about embedding robust ethical, legal, and governance frameworks 

that can adapt to rapid advancements. As AI continues to reshape global 

political and economic dynamics, countries that strike the right balance 

between innovation and regulation will be better positioned to harness AI’s 

potential while safeguarding their national interests. For Taiwan, adopting 

a more cohesive and forward-thinking approach to AI governance could 

transform its current challenges into strategic advantages, solidifying its role 

as a resilient player in the global AI arena.
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3.	 AI Development and Governance: 
Navigating Trust, Transparency, 
Innovation, and the Challenges 
of Information Warfare

Vera Schmitt

Introduction
In recent years, artificial intelligence (AI) has revolutionized digital 

communication, governance, and economic systems. The rise of AI-driven 

technologies has significantly impacted information trust, transparency, 

innovation, and accountability. Especially in the domain of Natural Language 

Processing (NLP), significant advancements have been achieved by relying 

on transformer-based architectures,1 which have enabled Large Language 

Models (LLMs) to process text data more effectively. LLMs like GPT-4o, 

LLaMA, Deepseek, and others are built on these architectures, fundamentally 

reshaping human-AI interaction. While these models offer opportunities 

for more efficient information retrieval and improved question-answering, 

they also pose challenges regarding governance, accountability, and ethical 

considerations.

In an era where AI-generated content influences public discourse, robust 

governance mechanisms are essential to ensure transparency, mitigate 

disinformation, and uphold democratic values. The release of the LLM 

DeepSeek R12 and the ensuing debate on open-source architectures, 

censorship, and data access highlight the unresolved and ongoing questions 

surrounding AI's role in society. Many of these questions remain unaddressed 

or unresolved at the international level, with only a few attempts at AI 

regulation emerging. As AI becomes an increasingly strategic asset in 

global information ecosystems, its potential misuse in information warfare, 

including disinformation campaigns and geopolitical influence operations, 
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raises pressing concerns for regions like the European Union (EU) and 

Taiwan, where emerging technologies shape both security landscapes and 

democratic resilience.

This chapter explores the intersection of AI technology development and 

governance, examining how AI-driven systems shape the digital information 

landscape. It provides a comparative analysis of governance frameworks in 

EU and Taiwan, assesses the role of AI in fostering trust and transparency, 

and discusses regulatory measures ensuring accountability in AI-driven 

innovation.

Transforming the Information Ecosystem: The  
Impact of LLMs 
The integration of LLMs into the digital information ecosystem marks a 

paradigm shift, influencing not just content creation and distribution but 

also the mechanisms of trust and authority in public discourse. While AI 

has historically been utilized to improve information accessibility, the scale 

and sophistication of LLMs introduce both opportunities and vulnerabilities 

that require attention. Beyond their technical advancements, LLMs are 

redefining power dynamics in global communication, influencing political, 

economic, and social structures in unprecedented ways. Particularly in 

regions like the EU and Taiwan, where digital governance intersects with 

democratic resilience, understanding these impacts is important for shaping 

adaptive regulatory frameworks and safeguarding information integrity. 

LLMs represent a significant leap in AI capabilities, built upon transformer 

architectures that allow for highly efficient processing and generation of text. 

These models have led to breakthroughs in automated content creation, 

sentiment analysis, and multilingual communication, offering new tools 

for journalism, policymaking, and corporate communication. They also 

empower fact-checking initiatives by rapidly verifying claims and detecting 

inconsistencies across vast datasets.

However, these same capabilities make LLMs a potent tool for mis- and 

disinformation. Automated text generation can be used to produce false 



NIKLAS SWANSTRÖM & YI-CHIEH CHEN

52

narratives at scale, seamlessly adapting to regional linguistic and cultural 

nuances. In Taiwan, AI-driven disinformation campaigns have seen a 

tremendous increase in content generation targeting social media users, 

using synthetically produced narratives that blend factual elements with 

manipulative distortions.3 

Similarly, in the EU, LLMs facilitate the rapid translation and dissemination 

of disinformation across the EU’s multilingual environment, exploiting 

linguistic diversity to create tailored propaganda efforts. LLMs have become 

central to information warfare strategies. State and non-state actors deploy 

these models to influence public discourse, shape election outcomes, and 

manipulate geopolitical narratives. In Taiwan, coordinated influence 

operations frequently exploit social media platforms using AI-generated 

content to blur the line between genuine and artificial discourse. The linguistic 

proximity between simplified and traditional Chinese further complicates 

efforts to detect and counteract disinformation, as adversarial campaigns 

seamlessly integrate with organic discussions. The EU faces a distinct yet 

equally pressing challenge. The Russian invasion of Ukraine underscored the 

role of AI-generated content in modern conflict, with deepfake technologies 

used to fabricate military incidents, manipulate satellite imagery, and create 

synthetic media designed to erode trust in democratic institutions. The EU’s 

strategic response has involved reinforcing fact-checking alliances, such as 

the European Fact-Checking Standards Network (EFCSN), and enhancing 

cooperation between regulatory bodies and AI researchers to develop robust 

countermeasures. 

Towards a Sustainable AI-Governance Framework
The widespread adoption of LLMs demands a holistic approach to governance, 

one that balances technological advancement with safeguards against misuse. 

The EU and Taiwan offer complementary models for achieving this balance. 

Europe’s legislative mechanisms provide structural oversight, while Taiwan’s 

emphasis on civil resilience and participatory digital governance fosters agile 

responses to evolving threats. A forward-looking strategy must prioritize 

transparent and meaningful AI development, open auditing processes, 
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interpretability standards, and ethical guidelines for AI deployment. Robust 

content verification systems, enhanced forensic tools for detecting synthetic 

media, coupled with real-time fact-checking networks, but also, public 

education and awareness, digital literacy programs are important that equip 

citizens with the skills to critically assess AI-generated content. Moreover, 

international collaboration and coordinated regulatory efforts to harmonize 

AI governance standards across democratic nations are essential not only 

for strengthening national approaches but also for addressing information 

warfare on a global scale. As LLMs continue to shape the global information 

landscape, their impact on democratic discourse and security will depend 

on the effectiveness of these governance mechanisms. The ongoing struggle 

against AI-driven mis-and disinformation highlights the need for proactive, 

multi-stakeholder approaches that integrate technological innovation with 

ethical and regulatory foresight. By addressing these challenges, the EU 

and Taiwan can serve as models for a resilient digital future, ensuring that 

AI enhances, rather than undermines, the integrity of public discourse and 

democratic governance.

The governance of LLMs presents a major regulatory challenge, particularly as 

debates over open-source versus proprietary AI models intensify. Open-source 

models like LlaMa and DeepSeek enable greater transparency and broader 

accessibility, yet they also risk being weaponized for malicious purposes, 

including automated propaganda and deepfake-driven disinformation. On 

the other hand, proprietary models managed by corporate entities impose 

restrictions on data access and model interpretability, raising concerns about 

censorship, bias, and the monopolization of AI knowledge.

The EU has responded by implementing regulatory frameworks such as the 

Digital Services Act (DSA) and the AI Act, which establish guidelines for 

accountability and transparency in digital services. These laws represent 

the world’s most comprehensive efforts to regulate AI-generated content, 

aiming to mitigate risks while preserving innovation. Taiwan, meanwhile, 

has emphasized public-private collaboration, integrating digital literacy 

initiatives with real-time monitoring of AI-generated disinformation. Its civil 
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society organizations play a crucial role in countering fabricated content, 

support grassroots fact-checking networks to maintain trust in information 

ecosystems.

AI Governance and Regulatory Frameworks
AI governance varies across jurisdictions, reflecting different political, 

ethical, and technological priorities. The EU has pioneered comprehensive AI 

governance through the AI Act and the DSA, which impose strict, but abstract 

regulations on high-risk AI applications and platform accountability.4 These 

legislative measures emphasize transparency, fairness, and accountability in 

AI-driven decision-making. Also Taiwan has made progress concerning the 

governance of AI. Taiwan’s AI Basic Act establishes core principles for AI 

development and application, emphasizing sustainable development, human 

autonomy, privacy, security, transparency, fairness, and accountability.5 It 

outlines the government's role in promoting AI, including infrastructure 

development, public-private collaboration, and international cooperation. 

Hereby, the EU's AI Act, the DSA, and Taiwan's AI Basic Act represent 

distinct approaches to AI and digital platform regulation, reflecting different 

priorities and governance philosophies. 

The EU AI Act, adopts a risk-based approach, categorizing AI applications 

into different risk levels (unacceptable, high, limited and minimal) and 

imposing corresponding legal obligations. High-risk AI systems are subject 

to stringent requirements, including documentation, transparency, and 

meaningful human oversight, while non-compliant entities face substantial 

fines.6 Complementing this, the DSA regulates online platforms, ensuring 

accountability for algorithmic decision-making in content moderation, 

targeted advertising, and the dissemination of dis- and misinformation. By 

enforcing obligations on very large online platforms (VLOPs) and search 

engines, the DSA strengthens AI governance by curbing the spread of harmful 

or manipulative content. 
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In contrast, Taiwan's AI Basic Act focuses on principle-based governance, 

emphasizing AI development through ethical guidelines, transparency, 

fairness, and international cooperation. Rather than enforcing strict risk-

based rules, Taiwan’s framework promotes innovation-friendly policies, 

including regulatory sandboxes and government-led initiatives to foster AI 

growth while maintaining ethical oversight. While both frameworks aim to 

ensure AI safety and ethical deployment, the EU AI Act and DSA prioritize 

legal enforceability and risk mitigation, whereas Taiwan's AI Basic Act 

fosters a more flexible and innovation-driven approach. These differences 

highlight the ongoing global debate between regulatory control, platform 

accountability, and AI innovation facilitation in digital governance.

Information warfare, characterized by the strategic manipulation of 

information to influence public perception, disrupt democratic processes, 

and erode institutional trust, is increasingly amplified by AI-driven systems 

and digital platforms. To address these challenges, the EU AI Act, the DSA, 

and Taiwan’s AI Basic Act provide distinct regulatory approaches. The EU 

AI Act, with its risk-based framework, imposes stringent transparency and 

accountability requirements on high-risk AI applications, including automated 

content moderation and decision-making systems, thereby reducing the 

likelihood of AI-powered disinformation campaigns. Complementing this, 

the DSA targets online platforms and VLOPs, mandating robust algorithmic 

auditing, transparency in content moderation, and measures against the 

spread of harmful and manipulative content. This dual-layered approach 

ensures that both AI technologies and digital platforms operate with 

heightened oversight to curb the influence of information warfare. In contrast, 

Taiwan’s AI Basic Act adopts a principle-based and innovation-friendly 

approach, emphasizing public-private collaboration, ethical AI development, 

and international cooperation. Instead of imposing rigid risk classifications, 

Taiwan’s framework fosters adaptive regulatory mechanisms, like cross-

sectoral cooperation, enabling rapid responses to evolving disinformation 

threats while supporting AI-driven innovation. By combining strict legal 

enforcement in the EU with flexible governance in Taiwan, these models offer 

complementary strategies for building a resilient information ecosystem, 
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mitigating AI-enabled manipulation, and safeguarding democratic integrity. 

These initiatives demonstrate the need for adaptable regulatory frameworks 

capable of addressing the rapidly evolving AI landscape.

Trust and Transparency in the Information Ecosystem
The integrity of the information ecosystem hinges on two fundamental 

principles: trust and transparency. As AI-driven technologies, particularly 

LLMs, become more deeply integrated into digital communication, 

maintaining these principles is essential for preserving public confidence in 

online information. Transparency in AI systems fosters accountability by 

enabling users to understand how decisions are made, while trust is cultivated 

through mechanisms that ensure fairness, verifiability, and reliability of AI-

generated content. However, the challenge lies in balancing openness and 

security, especially as adversarial actors exploit AI for mis- and disinformation 

and manipulation. In this context, the EU’s AI Act, the DSA, and Taiwan’s 

AI Basic Act take distinct but complementary approaches to enhancing trust 

and transparency in AI governance. The AI Act enforces strict transparency 

requirements for high-risk AI applications, mandating explainability, auditing, 

and impact assessments to prevent harmful AI-driven decisions. By compelling 

tech companies to disclose how recommendation systems function and how 

content is moderated, the DSA helps users navigate digital spaces with greater 

confidence. These combined regulatory efforts create a robust framework for 

ensuring that AI technologies and digital platforms uphold democratic values. 

Taiwan’s AI Basic Act, while less prescriptive than the EU’s regulatory 

model, prioritizes public-private collaboration and ethical AI governance 

to foster transparent AI development. Through regulatory sandboxes and 

international cooperation, Taiwan aims to develop AI technologies that 

maintain high standards of trustworthiness while remaining adaptable to 

emerging threats. Its proactive approach to digital literacy further empowers 

citizens to critically engage with AI-generated content, reducing susceptibility 

to manipulative narratives.7 Despite these measures, challenges remain in 

ensuring long-term trust and transparency in AI systems. One major issue is 

the opacity of deep learning models, which often function as black boxes, 
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making it difficult for users and even developers to fully explain their outputs. 

Addressing this challenge requires continued efforts in eXplainable AI (XAI), 

where research into interpretable architectures, mechanistic interpretability, 

natural language explanations, and auditability is essential for bridging the 

gap between model performance and user comprehension.8 

However, transparency and trust are oftentimes not enough. With the 

General Data Protection Regulation (GDPR), the EU has followed an 

ineffective approach of overloading the user with too much information 

and leaving the user the choice of sharing personal data or not. This has 

shown to be an ineffective regulatory approach, as the user is left alone with 

overcomplicated decision-making. We all tend to accept terms and conditions 

without reading the privacy policies and without a complete understanding 

of what type of data is collected. Also, within the AI Act and DSA, the 

EU has formulated very abstract obligations following the risk categories. 

These leave a lot of room for interpretation on a technical level and can vary 

greatly when being implemented. Additionally, monitoring is a key aspect 

of regulation. When there are no means of automatic testing and evaluation 

for regulatory compliance, the regulations will remain mostly ineffective. 

Moreover, trust in AI-generated information cannot be solely a technical or 

regulatory challenge, it is also a societal challenge. Strengthening institutional 

credibility, fostering interdisciplinary cooperation, and equipping the public 

with the necessary critical thinking skills are key steps in building a resilient 

information ecosystem. The interplay between regulatory enforcement (as 

seen in the EU), innovation-driven governance (as promoted by Taiwan), 

and active societal engagement will determine the success of AI governance 

in preserving trust and transparency in the digital age. 

Moving forward, both the EU and Taiwan can serve as leading examples 

in AI governance by refining their regulatory approaches to align with the 

evolving nature of AI-driven information ecosystems. By integrating rigorous 

oversight with participatory governance models, these regions can provide 

a blueprint for ensuring that AI remains a force for transparency and trust, 

rather than an enabler of opacity and manipulation.
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AI and Innovation: Balancing Technological 
Advancement and Accountability
AI has become a driving force of technological innovation, reshaping industries, 

governance, and society at large. However, with its rapid advancement comes 

a fundamental challenge: how to balance the pursuit of innovation with 

accountability, ethical responsibility, and regulatory oversight. The ongoing 

debate surrounding DeepSeek R1 and OpenAI exemplifies this tension, 

highlighting the contrasting approaches to AI development, one advocating 

for openness and accessibility, the other emphasizing control and safety. 

Open-source LLMs like LlaMa, Gemini, Mistral, Falcon, BLOOM, Qwen, and 

DeepSeek R1 represent a significant shift towards democratizing AI by making 

powerful language models openly available to researchers and developers 

worldwide. Open-source does not necessarily imply unrestricted access to 

the training data used for developing the models. However, it allows users to 

modify the architecture and leverage the LLMs for fine-tuning and adaptation 

to diverse tasks and applications. Proponents of open-source AI argue that 

transparency accelerates innovation, fosters collaboration, and enables more 

rigorous scrutiny of AI systems, ultimately making them safer and more 

reliable. Open access reduces dependence on a few dominant corporations, 

allowing smaller enterprises and independent developers to contribute to 

the field. However, while open-source AI fosters inclusivity and knowledge-

sharing, it also raises concerns about misuse. Without built-in safeguards, such 

models can be weaponized for disinformation campaigns, cyber threats, or 

manipulative social engineering. The absence of centralized oversight makes it 

difficult to control how these models are used, leading to calls for regulatory 

intervention or licensing frameworks to ensure responsible deployment.

In contrast, OpenAI has moved toward a more controlled model of AI 

development, prioritizing ethical constraints, oversight, and safety measures. 

Initially an advocate for open research, OpenAI has since restricted access 

to its most advanced models, such as GPT-4o, to prevent potential misuse. 

Proprietary AI models allow for more effective monitoring, bias mitigation, 

and compliance with regulatory standards, particularly in high-risk domains 
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such as finance, healthcare, and national security. By keeping AI capabilities 

within a controlled environment, OpenAI seeks to prevent harmful applications 

while ensuring that AI technologies align with human values and ethical 

considerations. However, this approach has sparked criticism over concerns 

of monopolization, reduced transparency, and corporate influence over AI 

governance. Limiting access to AI models may slow scientific progress and 

concentrate power in the hands of a few entities, raising questions about 

the fairness and equity of technological advancement. The broader debate 

between open and proprietary AI models underscores the need for a balanced 

approach to governance, one that fosters innovation while addressing ethical 

concerns. A potential path forward involves regulatory frameworks that allow 

AI research and development to thrive while preventing harmful applications. 

Some experts advocate for regulatory sandboxes, where AI innovations can 

be tested in controlled environments before being widely deployed. Others 

suggest hybrid governance structures in which AI models are partially open 

but require licensing agreements to ensure accountability. Policies such as 

the EU’s AI Act and Taiwan’s AI Basic Act offer structured approaches to AI 

governance, promoting transparency, fairness, and responsible AI deployment. 

Beyond regulation, achieving a balance between innovation and accountability 

requires interdisciplinary collaboration between governments, academic 

institutions, and private organizations. Public-private partnerships can 

play a crucial role in funding ethical AI research, promoting AI literacy, 

and establishing independent oversight bodies to monitor AI applications. 

Additionally, advances in XAI may help bridge the gap between AI 

innovation and public trust, making AI systems more interpretable and 

reducing the risks associated with opaque decision-making processes. As 

AI continues to shape global economies and societies, the tension between 

innovation and ethical responsibility will remain a defining challenge. The 

contrasting approaches of DeepSeek and OpenAI illustrate the complexity of 

this debate, demonstrating the need for nuanced governance strategies that 

balance technological progress with ethical safeguards. Moving forward, 

fostering a responsible AI ecosystem will require not only regulatory 

adaptation but also a collective international commitment to ensuring that 
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AI serves the broader interests of humanity while mitigating its risks. The 

discussions and regulations are only of limited use on a national or regional 

level, and international approaches need to be developed. However, national 

and regional discussions and regulations provide only limited effectiveness, 

highlighting the need for the development of international approaches.

Conclusion and Future Directions
The rapid advancement of AI has fundamentally reshaped industries, 

governance, and public discourse, bringing both opportunities and challenges. 

As AI continues to evolve, its impact on information trust, transparency, and 

accountability requires ongoing scrutiny and adaptive regulatory frameworks, 

which offer clear guidance on a technical level and can be implemented in a 

meaningful way. The balance between innovation and responsibility remains 

central to AI governance, as seen in the debate between open-source models 

and proprietary systems. While open AI fosters innovation and accessibility, it 

also raises concerns about security and misuse. Conversely, proprietary models 

ensure greater control and oversight but risk consolidating AI power within a 

few dominant entities. Moving forward, a more harmonized global approach 

to AI governance is necessary. National and regional regulations, such as 

the EU AI Act and Taiwan’s AI Basic Act, have laid important groundwork, 

but international cooperation will be essential to address the cross-border 

implications of AI technologies. Future AI governance efforts should focus on 

ethical AI deployment, robust auditing mechanisms, meaningful transparency 

for users, and interdisciplinary collaboration between policymakers, 

technologists, and civil society. Additionally, advancing meaningful XAI 

contributing to human reasoning process robustly will be important in 

bridging the gap between AI transparency and public trust. 

As AI becomes an integral part of global information ecosystems, ensuring 

that it serves humanity’s best interests will require continuous regulatory 

adaptation, technological safeguards, and international cooperation. The 

path ahead demands a commitment to responsible innovation, one that 

embraces AI’s transformative potential while safeguarding democratic 

values, security, and ethical principles.
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4.	 The Evolution of Artificial 
Intelligence in Ukraine’s 
Information Security Landscape

Maya Sobchuk

Introduction 
The balance of power in modern warfare increasingly favors those with 

command of the most advanced technologies, not necessarily those with the 

largest number of soldiers. Today’s conflicts unfold just as aggressively across 

digital spaces, where truth itself is a contested domain. As a pathway directly 

into the minds of both those involved in the conflict and those thousands 

of miles away, the information space has extended the battlefield across 

the entire world. The rise of artificial intelligence (AI) has added a new and 

dangerous dimension to this transformation, reshaping not only how wars 

are fought on the battlefield, but also and how they are waged in the minds 

of populations. Recognizing this shift, NATO included disinformation under 

its list of threats posed by AI in July 2024.1

The status quo in Ukraine has shown that AI adapted to information warfare 

is no longer a hypothetical threat. It is already shaping the way Russia is 

able to exert its influence within Ukraine and to manipulate perception 

outside of it. Nonetheless, Ukraine—having always been a technological 

powerhouse—mobilized across sectors to harness the tools to fight back. At 

the same time, the threat is not limited to Ukraine. Taiwan, facing persistent 

information threats from another authoritarian power, offers a parallel 

case. The potential of the link between East Asia and Ukraine cannot be 

underestimated.  Understanding the use of AI in Ukraine’s information war 

is not only essential for defending Ukraine but offers urgent lessons for the 

protection of other democracies at risk.
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This chapter examines the evolution of AI in Ukraine’s information security 

landscape, from pre-full scale invasion information operations to the rapid 

technological acceleration sparked by the current moment. By analyzing 

both historical patterns of information warfare against Ukraine and the 

country’s technological countermeasures, I will trace how AI-powered 

information defense systems have adapted to meet emerging threats. The 

chapter pays particular attention to the wartime transformation of Ukraine's 

information security infrastructure, examining both defensive innovations 

and the sophisticated AI-enabled disinformation campaigns deployed against 

it. Throughout the chapter, I highlight similarities, lessons, and possible 

collaborations with Taiwan.

This dual perspective encompassing both historical development and 

contemporary applications provides crucial insights into the role of AI in 

modern information warfare and offers valuable lessons for democracies facing 

similar challenges. It is important to highlight that while Ukraine’s experience 

may be invoked here due to the current moment, every country around the 

world faces this threat. Ukraine is not a unique case, just an extreme one. 

The same technologies—AI-generated disinformation, deepfakes, automated 

propaganda—can and likely will be deployed elsewhere, targeting other 

societies’ vulnerabilities. As adversaries refine these tools in live conflicts, the 

risk of their wider adoption in peacetime political environments, elections, 

and social movements grows, underscoring the urgency for democratic 

nations to study Ukraine not as an exception, but as a warning. Russia very 

well could have succeeded in achieving its strategic goals of cognitive control 

over Ukraine without ever resorting to a full-scale invasion. Their actions 

in the information space are only being studied and recognized in this way 

because they were followed by kinetic aggression that forced international 

attention. Other countries may already be facing similar assaults on their 

information environments without realizing it—recognition often comes too 

late, only when such aggression manifests in the physical domain. This is 

why it is critical to bridge the lessons from Ukraine to Taiwan, a democracy 

currently serving as a testing ground for another authoritarian power intent 
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on shaping minds, perceptions, and realities without firing a shot. 

Historical Context and Evolution

Russian disinformation efforts, as we know them today, date back to the  

early Soviet era, during which Russia maintained that psychological warfare 

was a vital element of its national strategy used to keep its subordinate 

republics in check. Some of its most notable innovations include reflexive 

control, maskirovka, and active measures. Responsible for now infamous 

operations like Operation Infektion, Russia has continued this legacy into 

today, only refining and expanding its strategy with the help of modern 

technological tools.

The overarching goal of Russia’s foreign influence operations strategy in the 

current moment is, above all, to erode global support of Ukraine, both at 

the public opinion level and policy level. In order to comprehensively discuss 

and analyze the effect technology and AI have had on the war on perception, 

we have to discuss narrative warfare and tease out the viewpoints Russia 

and Ukraine are pushing to the world. Russia’s framing centers around 

their “denazification” narrative, subsisting of a claim that they are rescuing 

the Russian-speaking population within Ukraine from a genocide. Russian 

narratives often take a historical angle, calling into question Ukraine’s 

sovereignty and distinct identity. They frame the war as a defensive measure 

from Western aggression, particularly from NATO expansion. Even though 

Western social media like Facebook and Twitter (officially known as X 

since 2023) are banned within Russia, these platforms are ripe with Russian 

propaganda, demonstrating that Russian influence resources are targeted at 

foreign audiences. Russia’s full-scale invasion showcased the level of rigor 

the war had now reached in the narrative dimension, with evidence that 

within that first week “videos from a range of sources on TikTok with the 

tag #Russia and #Ukraine had amassed 37.2 billion and 8.5 billion views, 

respectively.”2 The addition of AI to this cocktail, then, is to repeatedly 

hammer and deliver these viewpoints to the world.
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The Chief Executive of the Center for Countering Digital Hate, Imran 

Ahmed, wrote pointedly in Tech Policy Press that “the justification for the 

Russian war against Ukraine was built on Facebook.”3 He also noted that 

“Facebook is failing to label 91% of posts containing Russian propaganda 

about Ukraine with warnings that the content originates with media outlets 

owned by the Russian state”, allowing falsehoods to circulate virtually 

unchecked before spreading to YouTube, X, and TikTok. Ahmed’s point 

speaks to the role of social media as a whole in conflict. Russia’s willingness 

to exploit these enforcement gaps underscores how central Western 

platforms remain to its influence playbook, even when those same platforms 

are forbidden at home.

The wide array of proxies and the sheer scale of content enable Moscow to 

operate under plausible deniability, shielding it from direct accountability. 

This strategy has been operationalized and scaled through the deployment 

of troll farms, bot networks, and state-linked entities such as the infamous 

Internet Research Agency (IRA). The sophistication of Russia’s coordination 

across platforms creates a veil of uniformity; users may believe they are 

sampling a diverse range of perspectives, when in reality every path gently 

steers them back to the Kremlin’s preferred viewpoint. It is a tactic that circles 

around the aforementioned “reflexive control”, which involves shaping 

the information environment so that the target is led, unknowingly, into 

adopting beliefs and behaviors that serve the Russian interest.

Despite this focus on specific narratives, Russian information warfare 

succeeds just as much because it understands its targets. Manipulation is 

often implicit. Rather than pushing pro-Kremlin talking points in every 

post, bots and troll farms work overtime to divide and conquer, inflaming 

existing culture-war issues and amplifying fringe voices. Here AI takes center 

stage. Large-language-model tools generate credible commentary in multiple 

languages, sentiment analysis helps tailor messages to micro-audiences, 

and automated persona management keeps thousands of accounts active at 

minimal cost. Together, these capabilities allow the Kremlin’s long-standing 

doctrine of reflexive control to thrive in the digital age. It is precisely by 
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operating within this philosophy that AI is able to maximize damage to the 

information space. 

AI Adaptation in Ukraine and the Repositioning  
of Tech Firms

Discussions of AI in the context of the war on Ukraine frequently focus on its 

application in kinetic warfare, where AI has made a tangible impact through 

the deployment of drones, geospatial intelligence tools, and other advanced 

military technologies. Far less attention, however, has been paid to AI’s 

growing role in the information space, where it is reshaping how influence 

operations are conducted and how public perceptions are manipulated. AI 

tools allow adversaries to generate persuasive false narratives aligned with 

those reviewed above, deploy them through automated accounts, and tailor 

messaging to targeted audiences, all tasks that formerly required significant 

people and resources, often in the form of troll farms. The role of AI in 

Ukraine’s information war can be understood in two ways: how Russia 

employs AI to undermine Ukraine’s information space, and how Ukraine 

leverages AI to defend and protect its own information environment. 

Deepfake technology—AI-generated synthetic audio and video—is used by 

Russia to create fabricated content and dump it throughout the information 

sphere. While early examples were rudimentary, advances in AI have made 

these manipulations increasingly convincing. A now infamous deepfake of 

Zelensky calling for surrender in the first several days of the full-scale invasion 

brought global attention to the impact of these technologies.4 However, it 

is not just Russia — Ukraine itself has turned to synthetic media for their 

offensive strategy, with one notable example being a false declaration by 

President Putin announcing martial law and mobilization in June 2023.5 

Ukraine’s willingness to work with AI-generated content is also reflected in 

the decision by the Ministry of Foreign Affairs to create an AI-generated 

spokesperson, Victoria Shi, to represent the press office in commenting on 

consular affairs.6 
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Although there has been considerable debate about the actual effectiveness of 

AI in influence operations (such as the believability of deepfakes) researchers 

from Clemson University published a study in April 2025 quantifying the 

effectiveness AI had on the spread of a Russian propaganda website tied to a 

known influence network. They found that not only did generative AI tools 

facilitate “the outlet’s generation of larger quantities of disinformation,” 

but also “that use of generative-AI coincided with shifts in the volume and 

breadth of published content” and “that the AI-assisted articles maintained 

their persuasiveness in the post-adoption period.” On nearly every metric, 

AI enhanced the effectiveness of the influence operation. And to maximize 

impact, Russia is layering these techniques. It is also important to note that 

even if the AI generated disinformation does not reach a notable level of 

engagement, as it often does, the flooding of the information space with 

what’s often referred to as “AI slop” decreases trust in the information space 

as a whole and distracts users from genuine content. 

Influence operations are most effective with a close study of the target audience; 

Russian efforts devote significant resources to identifying and building 

audience profiles, which directly correlates to success in engagement. Machine 

learning only heightens that ability. It is able to go beyond demographic 

labeling and assist the adversary in building a psychological profile of its 

users. Katarina Kertysova, in a publication for the Security and Human 

Rights Monitor,7 highlights this danger particularly in the context of elections, 

where the distinction between “demographic profiling is informational 

and segments voters based on age, education, employment, or country of 

residence, psychometric profiling is behavioral and enables personality-

based voter segmentation”. AI, in this case, is able to help Russia mimic one 

of its most notable techniques. This focus on audience profiling is matched 

by Russia’s growing use of AI to enhance the delivery of the disinformation 

itself. The cyber investigative units of several countries including the U.S., 

Canada, and the Netherlands published a joint investigation illustrating how 

AI is being integrated into Russian disinformation campaigns,8 particularly 

from the directive of state-affiliated media:
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Affiliates of RT (formerly Russia Today), a Russian state-sponsored media 

organization, used Meliorator—a covert artificial intelligence (AI) enhanced 

software package—to create fictitious online personas, representing a 

number of nationalities, to post content on X (formerly Twitter). Using this 

tool, RT affiliates disseminated disinformation to and about a number of 

countries, including the United States, Poland, Germany, the Netherlands, 

Spain, Ukraine, and Israel.

RT and other Russian state-affiliated media are now banned in most Western 

countries, yet the deployment of these tools has allowed RT to continue 

its mission and bypass detection. By automating the creation of convincing 

digital personas, AI not only makes detection more difficult but magnifies the 

scale and reach of RT’s voice.

While AI is clearly utilized to harm Ukraine’s information space, Ukraine has 

also harnessed it to assist with its own defense. The country’s tech industry and 

startup culture—already booming pre-war—has a heavy role in supporting 

the fight. Ukrainian startups such as Osavul, Mantis Analytics, and LetsData 

are at the forefront of this effort. They have developed AI-powered platforms 

to track narratives in real time and detect networks of bots and trolls. Their 

work addresses a critical point for information defense: speed. The faster 

Ukraine can track and correct disinformation, the less impact it has on public 

perception. These companies work closely with government bodies including 

the National Security and Defense Council, and have been instrumental in 

helping Ukrainian authorities respond before falsehoods can take hold. 

Civil society and media too have been empowered by AI. Journalists and 

activists increasingly rely on Open Source Intelligence (OSINT) techniques to 

investigate war crimes and verify battlefield claims. Uncovering evidence of 

truth through this technique can help dispel Russian narratives. It also helps 

sift through vast amounts of data, which often consists of traumatic images. 

However, just like the deepfake of Putin, Ukraine’s use of AI is not free of 

ethical concerns. The use of facial recognition technology for instance, notably 

through ClearviewAI, has drawn criticism for potentially violating privacy 

norms and international law.9 Nonetheless, it is the private and civil society 
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sectors—and particularly their frequent collaboration with one another and 

the government—that provides one of the most vital layers of defense for 

Ukraine in this war. Ukraine’s strong reliance on civil society and to some 

extent the private sector parallels Taiwan’s approach, where civil society has 

adopted AI tools for fact checking and narrative tracking purposes. Multi 

stakeholder engagement of this sort is lacking in other democracies with less 

experience in actively combatting information warfare, offering a feasible 

area of improvement and investment. 

The world’s largest technology companies are increasingly positioning 

themselves on Ukraine’s side, taking steps to curb the misuse of their AI 

models for malicious purposes. Numerous OpenAI intelligence reports have 

detailed how Russian and Russian affiliated actors have exploited their 

technologies to support influence operations. OpenAI’s most recent June 2025 

report highlighted several Russian influence operations targeting elections, 

including that in Germany.10 ChatGPT-generated content was distributed 

across Telegram channels, through the Pravda network (discussed in detail 

later in the chapter), and posted en mass on social media. In response, OpenAI 

disabled these ChatGPT accounts originating from Russia. The company also 

reportedly shut down over 250,000 requests to generate images related to the 

2024 elections in the U.S.,11 signaling that technology firms are beginning to 

take the threat seriously and actively working to limit AI misuse. Microsoft, 

too, has taken measures to counteract these manipulations, specifically in 

relation to deepfakes. Microsoft’s intelligence reports likewise recount 

misuses by Russian affiliated actors.12 Restricting access to advanced AI tools, 

as much as possible, serves Ukraine’s and democracy’s broader strategic 

interests. Russia is investing heavily in developing its own alternatives but 

shutting down access for accounts identified as generating malicious content 

is a step in the right direction. The battle for the most advanced technology, 

even that which serves the information space, reflects directly on Ukraine’s 

overall progress toward victory. This escalating, new-age arms race has also 

revealed a more recent and dangerous evolution: the threat is no longer 

limited to the use of large language models (LLMs) to generate harmful 

content but extends to the infection of the systems themselves. This alarming 
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development is significant enough to warrant a dedicated discussion.

Weaponized Large Language Models

AI’s role in information warfare previously primarily revolved around 

generation of propagandistic content—the aforementioned chatbots and 

deepfakes. This year, however, news of deliberate manipulation of LLMs led 

by Russia, now referred to as LLM grooming, has shaken the community 

of disinformation researchers. It serves as proof that malicious actors have 

infiltrated the very underpinnings of the Internet. And as more and more 

people rely on tools like ChatGPT for information and everyday use, this is 

perhaps the biggest threat to our information integrity to date.

This tactic came into sharp focus following the release of investigations by 

the American Sunlight Project (ASP) and NewsGuard,13 in which the latter 

found that 10 primary generative AI tools reproduced Kremlin-aligned 

disinformation approximately 33 percent of the time when queried on 15 

of the most common Russian narratives. The manipulated content draws 

heavily from a sprawling network of pro-Russian propaganda sites known 

as the Pravda network, a disinformation operation first flagged by France’s 

VIGINUM agency and initially dubbed “Portal Kombat.”14

The Pravda network consists of nearly 200 interlinked websites in dozens 

of languages, designed not for direct human readership but for algorithmic 

optimization. Many of these sites are built primarily to game search engine 

algorithms and AI training pipelines. Articles are often auto-translated and 

distributed en masse across mirrored portals, a strategy ASP describes as 

“quantity over quality”. The intent is to flood the open web with Kremlin-

aligned narratives and maximize their ingestion into LLM training data. 

This architecture of mass automation enables pro-Russian propaganda to 

seep into the training corpus of AI systems that users around the world 

increasingly rely on for information. The ASP report noted that “the larger 

a set of pro-Russia narratives is, the more likely it is to be integrated into 

an LLM,” meaning that “the combined source feed and digital footprint of 

https://static1.squarespace.com/static/6612cbdfd9a9ce56ef931004/t/67fd396818196f3d1666bc23/1744648558879/PK+Report.pdf
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this network is massive.”15 Even after news of the network went public, the 

European Digital Media Observatory found that the network only expanded, 

especially in the European Union.16 

The end goal unsurprisingly is the undermining of international support 

for Ukraine, tailored to audiences around the world in the local language. 

While the earliest targets of the Pravda network were Ukrainian and Western 

audiences, its expansion has been global. In the Asia-Pacific, the strategy 

has already manifested, including in Taiwan. The URL pravda-tw.com 

hosts Russian-aligned content pushed to the Taiwanese public in Mandarin, 

tailored to influence regional discourse. A publicly maintained list of Pravda-

affiliated domains is available on GitHub and ASP,17 reflecting the scale and 

reach of these operations as of early 2025.

LLM grooming represents a shift in disinformation tactics from platform-

based dissemination to direct poisoning of training data. It is not merely 

about spreading falsehoods through social media, it is about shaping what 

AI systems “know” and reproduce. In Ukraine’s case, this corruption of AI 

models poses an emerging threat to truth, trust, and international solidarity, 

as Russian officials increasingly view AI as central to their strategic 

communications playbook. As LLMs are co-opted by authoritarian regimes, 

they risk failing the open-source mission they claim to espouse, therefore 

weaponizing the architecture of the internet and advancements in AI against 

the Ukrainian cause.

Conclusion
Much of this chapter was spent discussing the risk and harms technology 

brings to our stability. Yet the right use of technology—as evidenced by 

Ukraine’s war adapted tech sector—can also be the defense needed to some 

of the challenges we face today.  The obvious answer is, of course, more 

regulation and more stringent policy solutions, both on the AI and the tech 

companies themselves. But as regulation has become labeled as a bad word 

by some circles, it has caused an aversion even to discussion. Regulation can 

be one piece of the puzzle—one layer among many. Amongst this discussion 
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around advanced emerging technologies, it is still important to go back to 

basics and underscore the importance of vital concepts like media freedom 

and independent journalism. The importance of the Fourth Estate cannot be 

overstated.

The global changes brought about by the current administration in the U.S. 

pose a threat to the sanctity of media freedom in general. The funding cuts 

brought forward by the Trump administration have prioritized international 

programs around the world in its targeting, many of which provided a 

substantial share of funding to independent media globally. Reporters 

Without Borders (RSF) estimates that the freeze on U.S. foreign aid included 

over $268 million in funding to independent media outlets.18 Clayton 

Weimers, the executive director of RSF USA, remarked that “the tragic 

irony is that this measure will create a vacuum that plays into the hands of 

propagandists and authoritarian states.”19 Declining media freedom leaves 

more room for pollution of truth. No matter the entry of quickly developing 

emerging technologies, the role of traditional journalism in defending the 

information space from authoritarian threats remains. 

Amongst the attack on foreign aid is also a dismissal of the fight against 

foreign influence operations. In December 2024, the U.S.’s counter foreign 

disinformation arm the Global Engagement Center (GEC) was shuttered, 

followed by what was supposed to be its successor within the State 

Department, the Counter Foreign Information and Manipulation and 

Interference Office in April 2025. The word “disinformation” is now a 

bad word, with any work to further understand the issue or research the 

extent of the problem now dismissed. Shuttering voices of public interest 

journalists, not only in Taiwan and Ukraine but globally, leaves more room 

for the voice of bad actors to shine through. Regulating AI for the sake 

of Ukraine and Taiwan must come hand in hand with boosting the media 

and civil society. The strong civil society and fact checking communities 

in Ukraine and Taiwan described throughout this book rely heavily on 

funding from the U.S. and other democratic powers—funding that, at the 
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time of this publication is either gone or seriously at risk. The effect, while 

of course detrimental to the security of the U.S. itself, is unfortunately a 

global one that destabilizes democracies threatened with authoritarianism 

and malicious neighbors. 

Given the country’s technological prowess and rich utilization of these 

technologies, Ukraine could be one of the world’s leaders in AI. The military 

need has brought an urgency to both the development of these technologies 

and their deployment—innovators and large technology companies from 

around the world have come to Ukraine to take part in this process not 

just because they believe in the Ukrainian cause but because they can enjoy 

an immediate application of their products without some of the guardrails 

applicable in their home countries. Ukraine needs to harness AI for defense 

now; it needs the most advanced technologies available now. 

That said, Ukraine takes regulation seriously. Ukraine’s Minister of Digital 

Transformation has described Ukraine’s regulatory approach as bottom up,20 

relying on stakeholders from the private sector and civil society organizations 

to drive the conversation. There is a significant awareness of the dangers that 

come from the information and technology sphere in Ukraine, particularly 

following the full-scale invasion. According to research conducted by 

Ukrainian NGO Detector Media, media literacy rose dramatically from 56 

percent to 81 percent from 2021 to 2022 after the start of the full-scale 

invasion,21 signaling a greater consciousness among the Ukrainian populace 

for a need to better navigate their information space. That said, guardrails 

need to be in place, especially in closing the AI literacy gap. The retreat from 

AI regulation under the second Trump administration poses a direct threat 

to Ukraine as the world’s leading AI companies powering the technologies 

discussed in this report are governed under U.S. laws. What happens from a 

regulatory perspective intimately affects the AI threat faced by Ukraine and 

the entire world, particularly Taiwan. The choices made now—in regulation, 

in media support, in the consciousness around responsible AI—will shape 

whether current and future conflicts are fought in defense of truth or in 

submission to manufactured realities.
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5.	 Beijing’s Mandarin Knowledge 
Monopolization and Weaponization 
of Large Language Models

Tzu-wei Hung

Human language is value-laden. Each language reflects distinct cultural 

values and social practices and offers a framework for interpreting meaning 

and limits the channel for acquiring knowledge. When a digital authoritarian 

state manipulates the input of its subjects through censorship, it also impacts 

their outputs. In open societies, people’s prejudice and confirmation bias 

may interact with algorithmic recommendation systems to limit the diversity 

of news that individuals consume. Even when audiences disagree with 

fake news, it may still provoke strong emotions, steering voter behavior or 

increasing polarization. While fake news may not have resulted in Biden 

losing the 2020 election, it could have spurred Trump supporters to storm 

Congress. This is why China’s People’s Liberation Army (PLA) published 

"Brain Dominance" to highlight information monopolization, which aims to 

unite allies within enemy camps and to create divisions among democracies, 

as a critical strategic objective.1 In 2024, Beijing employed AI-generated 

content (AIGC) to interfere with the Taiwan presidential election.2

Language is powerful. Beijing exploits cultural nostalgia and sows discontent; 

for example, state media outlets such as Xinhua News and China Daily often 

report how Asian Americans face discrimination and live in fear of violence. 

Beijing also uses online media to influence global Mandarin speakers to 

unconsciously sympathize with Xi’s political dog whistle. A political dog 

whistle is a coded language used in messaging to attract specific groups 

while avoiding opposition. For instance, U.S. conservative candidates used 

the phrase “family values” to appeal to Christian voters without provoking 

supporters of same-sex marriage. A 2023 Lowy Institute survey identified 
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opinion gaps between the Chinese Australian community and the wider 

community on geopolitical issues.3 Although 75 percent of Australians 

believed that China would likely be a military threat, only 36 percent of 

Chinese Australians agreed. While 63 percent of Australians believed that 

Beijing is a national security threat, only 26 percent of Chinese Australians 

agreed. Additionally, 61 percent of Chinese Australians believed that China 

is trustworthy, and 42 percent had confidence in Xi Jinping; conversely, 

only 12 percent and 11 percent of Australians agreed, respectively. Notably, 

Facebook was the most widely used platform in Australia in 2022. However, 

WeChat is the top platform among Chinese Australians. Among these 

WeChat users, 75 percent receive their news in Mandarin. In other words, 

the language and social media platform that individuals use significantly 

affect their geopolitical views.

Likewise, subduing enemies without fighting is probably the optimal 

scenario for Beijing’s annexation of Mandarin-speaking Taiwan. The 2023 

Pew Research Center Survey found that 81-87 percent of individuals in 

Japan, Sweden, Australia, and the U.S. have unfavorable views of China. 

Surprisingly, despite being long bullied, only 71 percent of Taiwanese people 

have negative views toward China.4 In 2023, the U.S. Director of National 

Intelligence Avril Haines and Taiwan’s President Tsai Ing-wen both warned 

that Beijing would rather peacefully annex Taiwan than engage in military 

conflict with the U.S. and its allies.5 This goal can be best achieved by 

promoting pro-China voters while reducing Taiwan’s unity. Even if war is 

inevitable, increasing the number of pro-China people and local collaborators 

will benefit Beijing’s military operation, as happened in Russia’s invasion 

of Ukraine.6 Thus, manipulating information, especially in the Mandarin 

knowledge space, is essential to Beijing’s grand strategy.

A Narrative War: Why is China So Obsessed  
with Taiwan?
China's ambition to gain Taiwan stems from geopolitical and economic 

strategic benefits, as well as a historical and ideological complex. First, 

while the island's geographic location is vital for military deployment and 
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undermining the U.S.'s island chain strategy, economic reasons also matter. 

U.S. Secretary of State Antony Blinken emphasized that China's threat to 

Taiwan is a global issue, as 50 percent of commercial container traffic passes 

through the Taiwan Strait daily, and 70 percent of the world's semiconductors 

are produced there.7 Moreover, Taiwan has a significant GDP and is a major 

player in global technology industries such as IT and precision machinery, 

both of which are indispensable to future AI development. However, if Taiwan 

is invaded, Bloomberg Economics estimates the cost to be approximately $10 

trillion, approximately 10 percent of the global GDP. This amount dwarfs 

the impact of the war in Ukraine, the 2022 COVID pandemic, and the 2009 

global financial crisis.8

Second, China's historical and ideological complex is often mentioned but 

less frequently analyzed. In the 17th century, both Taiwan and China were 

ruled by the same Manchu Empire (i.e., ᡩᡠᠯᡳᠮᠪᠠᡳᡤᡠᡵᡠᠨ), which is often cited 

for China’s alleged “reunification.” However, just as the fact that Bulgaria 

and Ukraine were once ruled by the Ottoman Empire does not imply that 

Bulgaria is part of Ukraine, Beijing’s claim is far from tenable. Not only 

has the Chinese Communist Party (CCP) never governed Taiwan, but when 

the party was founded, it supported Taiwan's independence from Japan.9 

In 1945, the Chinese dictator Chiang Kai-shek took over Taiwan on behalf 

of the Allies, but his regime was overthrown by the CCP in 1949. Over one 

million of Chiang's troops and followers fled to and illegally occupied Taiwan. 

While these exiled Chinese viewed fighting against communism as a civil 

war, for the six million Taiwanese—who had just gained freedom from the 

Japanese Empire—it was just another period of colonization. The situation 

resembled that of the Polish people, who were re-occupied by the Soviet 

Union after being liberated from Nazi Germany. Although some Taiwanese 

people sought independence through the United Nations’ (UN) principle of 

self-determination,10 the U.S. decided to work with Chiang to contain the 

communist expansion and acquiesced to the dictator’s occupation.

During the Cold War, Chiang continued to propagandize that Taiwan was 

part of China to legalize his occupation. Like the Tibetan people under 
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Sinification, the Taiwanese were "re-educated" as Chinese through Chiang’s 

32-year martial law and cultural cleansing. The lingua franca Taiwanese 

(Tâi-gí) was banned, and people were forced to learn Mandarin, as the two 

languages are mutually unintelligible. Like the Koreans and Vietnamese, 

while the Taiwanese people were under the Sinosphere influence, they did 

not speak Chinese prior to assimilation under Chiang. Interestingly, Mao 

Zedong also propagandized the same view with an aim to legally annihilate 

Chiang's remnant army on the island. Promoted by left- and right-wing 

dictators, the narrative that Taiwan belongs to China misled the global 

community to believe that the conflict is a domestic affair, preventing foreign 

intervention and Taiwan’s international participation. This was a typical case 

of information manipulation during the Cold War, which was not challenged 

until the U.S., the UK, and the European Union (EU) Parliament formally 

stated that UN Resolution 2758 did not involve Taiwan,11 indicating that the 

Chiang regime represented neither China nor Taiwan.

After the island’s democratization and decolonization, 70-80 percent of 

its inhabitants no longer consider themselves Chinese.12 In 2024, Taiwan’s 

President Lai Ching-te stated that China’s motivation to annex Taiwan is 

not for reasons of territorial integrity alone. If China is really seeking to 

reclaim its territorial integrity, then why does it not try to take back the 

over one million sq. km territory that was taken by Russia? This question 

challenges the long-standing inconsistency in China’s territorial claims and 

questions the seemingly harmonious relations between Beijing and Moscow. 

Lai’s narrative successfully spread in social media and was widely reported 

in traditional media, including Reuters, Guardian, Die Zeit, and Newsweek. 

In other words, understanding the status quo and responding accordingly is 

a main theme of the narrative war between Taiwan and China.

Mandarin Censorship and Vicious Knowledge Loop
Emerging AI technologies have worsened Cold War era problems. Despite its 

long history of suppressing free speech, China controls 94 percent of the global 

Mandarin publishing market. Leaving aside the data manipulation issue, 

long-term censorship has severely reduced Chinese texts' originality, critique, 
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and diversity: it internalizes the chilling effect into a cultural practice, causing 

younger Chinese generations to lose their capacity to express themselves.13 

Among the 1.4 billion Mandarin speakers worldwide, only 2 percent have 

adopted traditional Chinese written systems (Taiwan and Hong Kong), and 

just 1.4 percent enjoy freedom of expression (Taiwan). Beijing’s narratives 

are overwhelming. Conversely, Taiwan, which ranked first in Asia and 27th 

in the world in the 2024 RSF World Press Freedom Index, has relatively few 

regulations on mass media. Several factors, such as Taiwan's clout-chasing 

media ecosystem and Beijing’s covert proxy media, facilitate the rapid 

propagation of Beijing’s ideology. China has also exploited large language 

models (LLMs) to increase its level of foreign influence. For example, just 

a few days before the 2024 Taiwan election, its hackers uploaded a 300-

page e-book and videos fabricating Tsai Ing-wen's academic fraud, romantic 

history, and other false allegations.14

While many factors can determine a successful LLM, training data quality, 

developer fine-tuning, and user feedback are crucial. However, Mandarin 

LLMs face challenges in all three aspects compared with their English 

counterparts. Taking data quality as an example, Mandarin LLMs encounter 

different degrees of diversity deficiencies, which have both historical and 

modern origins. Historically, Chinese texts lacked innovation and critical 

thinking, resulting in the failure to develop democracy and science over 

thousands of years.15 The leading scholar Cai Yuanpei (1868-1940) argued 

that the imperial examination system significantly suppressed free thought by 

attracting intellectuals solely to the "single plank bridge" of Confucianism. 

Although the imperial examinations appeared to select candidates based 

on their talents, they favored individuals who best conformed to the 

emperor's ideology because the exam topics were confined to Confucian 

classics instead of including practical knowledge such as agriculture or 

engineering. Censorship in China has persisted since the late Qing Empire16 

and has worsened in terms of suppressing dissidents and minorities since 

Xi came to power in 2012. In 2020, Dr. Li Wenliang warned authorities 

about the COVID-19 epidemic in Wuhan based on medical evidence, but 

the police forced him to remain silent and sign a confession, which was no 
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different from the 17th-century Catholic Inquisition compelling Galileo to 

recant his theory.17 Hence, training LLMs with Mandarin texts produced 

under authoritarian censorship inevitably leads to the pitfall of "garbage in, 

garbage out."

Unfortunately, the emergence of LLMs has exacerbated the Mandarin 

problem. Humans train AI, and vice versa. Behind China’s Great Firewall, 

censored texts are used for machine learning, and AI output has become 

the only CCP-approved knowledge source for billions of netizens. Netizens’ 

posts, which are also censored, are reused for AI training, creating a closed 

loop that jeopardizes the diversity and creativity of Mandarin knowledge. 

Since Mandarin is the second-largest spoken language on this planet, the 

decline in Mandarin knowledge is ominous for human civilization. A recent 

study revealed that under Beijing’s “education,” urban middle-class Chinese 

people who are well educated, have a high income, and have a better 

understanding of Taiwan are the major supporters of military invasion.18 

Additionally, the PLA-linked platform Tencent has over 1.2 billion active 

users worldwide on WeChat and many overseas Chinese people use WeChat 

to connect with their family and access news and entertainment. However, 

WeChat’s chatbot uses precision advertising placement with algorithmic 

recommendations to optimize personalized propaganda, which is also a 

surveillance tool for China's long-arm censorship in the U.S.19

Spillover Effect on LLMs in Silicon Valley
Beijing’s domestic censorship has had a spillover effect on LLMs in Silicon 

Valley, constraining the diversity of inputs and outputs in machine learning. 

For example, ChatGPT and Microsoft Bing answer differently in Mandarin 

and English to questions involving sensitive keywords such as the Tiananmen 

incident, the Dalai Lama, or the Uyghur genocide. Radio Free Asia reported 

that ChatGPT's Mandarin responses to concentration camps included 

Beijing's official position by, for example, citing Chinese deputy foreign 

minister Le Yucheng's statement that the camps are vocational schools for 

residents. While Microsoft has long been complicit in Beijing’s domestic 

censorship,20 it has been found that outside China, Microsoft's Bing AI also 
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tries to avoid answering questions in English about Uyghurs21 or replies 

that Uyghur women’s testimonies to the UN about forced sterilization are 

fabricated. Similarly, Google Gemini repeatedly said it was unable to answer 

in Mandarin about concentration camps and organ harvesting (Figure 5.1). 

This result is either because those sensitive keywords are already filtered in 

the original Chinese data or because the tech giant self-censors its content. 

In either case, these developments are foreboding for the future of free and 

open knowledge.

In 2023, Taiwan’s Minister of Science and Technology revealed that 

ChatGPT has biases against Taiwan in both English and Mandarin outputs, 

such as repeatedly saying that Taiwan is a province of China. Although many 

research teams have planned to build traditional Chinese-language models, 

some preliminary results were disastrous. Since Beijing's Mandarin data is 

dominant (the ratio of simplified and traditional Chinese users is about 50 

to 1), Taiwan's LLMs have also suffered from Beijing's domestic censorship.

Nevertheless, this is a problem for not only machine learning but also 

human learning, especially for Taiwanese students. As languages limit 

our interpretation of meaning and channels for knowledge acquisition, if 

Taiwanese teens can only speak Mandarin, then their Google search results 

will be limited in quantity and diversity compared with those who can also 

speak English, thus immersing them in Beijing’s ideologies. In addition, 

Druckman, Fein, and Leeper (2012) studied the primacy effect and found 

that individuals tend to firmly adhere to the first political opinion they form, 

demonstrating strong stability in their opinions rather than decay. When 

individuals show even a slight interest in an issue, the first party to present 

their view has an advantage, with the impact being equivalent to repeating 

their message over time. Hence, Beijing has targeted Taiwanese teens and 

children who, when they become adults with the right to vote, may choose 

a candidate whose values are familiar to or even shared with them. Thus, 

Taiwanese youth are a group that is vulnerable to Beijing’s information 

manipulation. This also partly explains the motivation behind Beijing's 

recent growing sponsorship of Taiwanese YouTubers.
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Figure 5.1. A comparison of replies from 
Google Gemini to sensitive questions in 
different languages in the US IP address. It 
can answer questions about concentration 
camps and organ harvesting in English (left 
and middle) but not in Mandarin (right), 
where it replies the following: “I am just a 
language model and cannot help with this.” 
(Hung and Hung 2025)
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Weaponized LLMs
Beijing’s domestic LLMs are commercially unsuccessful, but by no means 

are they politically harmless. In addition, China has abused Western LLMs. 

OpenAI and Microsoft22 reported that a Chinese state-affiliated threat actor 

called Charcoal Typhoon abuses LLMs in various ways, including using 

them to research various companies and cybersecurity tools, debugging code 

and generating scripts, creating content likely for use in phishing campaigns 

or developing advanced commands, deeper system access, and control 

representative of postcompromise behavior. Microsoft warned that not only is 

East Asia's threat landscape quickly changing as China increases the breadth 

and effectiveness of its cyber and influence operations but also that Beijing 

has used AIGC and created false information to divide American voters. The 

Rand Corporation also disclosed that China is exploring generative AI to 

manipulate the public opinion of Taiwan’s Mandarin audience ahead of the 

2024 presidential election.23

Mandarin is value-laden. Compared with Chinese Australians, the Taiwanese 

people’s linguistic environment is becoming monolingual, as more and 

more of the younger generations can speak only Mandarin now, instead of 

their mother tongues.24 To prevent Taiwan from being trapped in a closed 

Mandarin circuit, in 2018, Taiwan’s Tsai Ing-wen adopted a bilingual policy 

to make English a lingua franca in addition to Mandarin by 2030. However, 

this is insufficient because the Taiwanese people did not speak Mandarin 

before 1946. Like the first Canadian nations, which were historically forced 

to abandon their native languages, Taiwanese people were assimilated into 

the Chinese nation after WWII. Therefore, replacing the Mandarin monopoly 

with Taiwan's diverse linguistic heritage, such as Taiwanese Hokkien (Tâi-
gí Peh-ōe-jī), Hakka (Hak-fâ Phak-fa-s), and Austronesian languages, is 

necessary for decolonization and transitional justice. In summary, scientific 

innovation and democratic resilience often benefit from free speech and 

critical thinking. Hence, training and using LLMs in a trustworthy manner 

is crucial for maintaining social diversity and a free and open knowledge 

network.



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

85

Recommendations
The Taiwanese government has made strides in addressing China’s 

disinformation and election interference, particularly to counter its immediate 

impacts. However, efforts to address long-standing Mandarin infiltration are 

still needed. Some potential countermeasures include improving democratic 

resilience and implementing active defense.

On one hand, enhancing overall immunity to disinformation is critical. Since 

Taiwan has limited resources, it cannot address every malicious manipulation 

and could fall into attrition with Beijing with no end in sight. Thus, at 

least four methods are helpful. First, the freedom of expression should be 

strengthened. The 2022 Freedom House survey revealed that countries that 

enjoy free speech have more independent journalists and more robust civil 

societies to mitigate harm from media manipulation.25 While Taiwan has 

been the country most targeted by foreign disinformation for ten consecutive 

years, it has counteracted it relatively well in all 30 countries included in the 

survey. As a biological analogy, an oversanitized environment is detrimental 

to the development of the immune system. Similarly, misleading and anti-

democratic narratives could play positive roles in developing better digital 

literacy. Thus, free speech is not the cost but the key to counteracting 

information warfare.

Second, fair competition helps. Unfair practices, such as fake news dumping 

and monopolized narratives, make the voice of the underrepresented even 

more underrepresented. For example, the Beijing-backed Want-Want media 

group amplifies pro-Beijing views despite financial losses. Similarly, troll 

accounts and automated bots spread disinformation on a massive scale. 

To counter these, Taiwan could adopt transparency laws requiring foreign 

proxies to disclose activities and work with global tech companies, such as 

Meta and Alphabet, to detect malicious accounts. Rather than censoring 

content, Taiwan should ensure that the procedures for information 

dissemination are complete.
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Third, personal data and vulnerable groups should be protected. Banning 

apps such as TikTok is not effective, as other Chinese platforms such as 

WeChat and Xiaohongshu pose similar risks. Instead, Taiwan can enforce 

data protection laws resembling the EU's approach to protect privacy and 

children’s rights. Addressing digital addiction also helps, as algorithms 

exploit vulnerabilities, comparable to the addictive nature of smoking. 

Introducing measures such as increasing the minimum social media usage 

age to 16, implementing display changes (e.g., grayscale mode), or reducing 

app bandwidth can mitigate harm to vulnerable populations, particularly 

children.

Fourth, promoting multilingualism and open and free knowledge networks. 

Taiwan must break free from China's Mandarin monopoly. China's 

dominance in Mandarin content highlights the urgency for Taiwan to 

revitalize its multilingual heritage. Policies such as the 2019 National 

Languages Development Act and the “Bilingual 2030” initiative can foster 

a more inclusive linguistic environment. Taiwan's current development of 

its own traditional Chinese LLM, putting all efforts into a single approach, 

seems to be unwise. Instead, following Korea’s and Vietnam’s de-Sinification 

is unavoidable; both abandoned the usage of Chinese characters to reduce 

China's geopolitical influence. Embracing Taiwan's diverse languages along 

with English can empower citizens to resist Beijing's influence while restoring 

their cultural identity.

On the other hand, active defense matters too, which includes breaking through 

the Great Firewall and revealing corruption to weaken authoritarianism. 

First, an effective offense involves dismantling China's Great Firewall, which 

creates an asymmetry in information flow. This firewall allows China to 

attack other nations while shielding itself from external influences. Like-

minded democracies can develop tools such as virtual private networks 

(VPNs) and advanced communication technologies to penetrate the Firewall. 

Supporting dissidents and minorities in China through these measures 

can foster democratization. Additionally, international trade frameworks 

could be leveraged to challenge China’s internet controls as trade barriers, 
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potentially pressuring Beijing to loosen restrictions. Furthermore, targeting 

Beijing’s vulnerabilities can diminish its interference capabilities. Truth and 

free speech are what Beijing fears the most. Disclosing corruption among 

Chinese officials, as seen with CIA-authorized leaks, could erode trust 

among political elites and undermine Xi Jinping’s regime. Such tactics must 

be morally justifiable and avoid targeting innocent civilians. The evidence 

suggests that China’s capacity to wage multiple information wars was 

limited; during the 2019–2020 Hong Kong protests, Chinese cyberattacks 

on Taiwan significantly decreased. Exploiting these weaknesses can reduce 

Beijing’s aggressiveness and improve global security.

In conclusion, Taiwan’s strategy against China could strengthen free speech, 

ensure fair competition, protect personal data, promote multilingualism, and 

support global efforts to challenge authoritarianism. Active measures are 

also effective in bolstering Taiwan’s defenses against long-term infiltration. 

These strategies underscore Taiwan’s commitment to countering information 

warfare and maintaining its resilience against the aggression of digital 

authoritarians.
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6.	 False Information and Fact-
Checking in Taiwan’s Presidential 
Election

Chen-Ling Hung

Introduction
Empirical evidence from international surveys conducted by the V-Dem 

Institute at the University of Gothenburg in Sweden indicates that Taiwan 

is ranked first globally in the prevalence of foreign disinformation attacks. 

Data concerning the Taiwanese population reveals that 40 percent regularly 

encounter false information, 57 percent are exposed to it occasionally, and 

less than 2 percent report never receiving false information. Notably, 94 

percent of the public perceives the impact of disinformation on society as 

severe, while only 5.5 percent consider its impact negligible.1

In response to these exigent internal and external circumstances, the Taiwanese 

government has proposed legislative amendments designed to address specific 

categories of false information. Furthermore, online platforms have instituted 

self-regulatory mechanisms and content review processes. Crucially, civil 

society has actively engaged in combating disinformation through fact-

checking initiatives, tracing the origins and dissemination pathways of false 

information, and promoting media literacy education, thereby constituting a 

vital defense for democratic governance.2

A salient example is the incident in September 2018, when the closure of 

Kansai Airport due to a typhoon precipitated a chain reaction triggered 

by a video originating from a Chinese content farm. Criticism of the 

perceived inadequate assistance provided to Taiwanese travelers by the 

Osaka Office of the Taiwanese delegation contributed to the tragic suicide 

of an overseas officer under severe duress. Amidst widespread dissemination 
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via online content farms, social media, and mainstream media, only the 

Taiwan FactCheck Center, through international collaboration, was able to 

obtain official statements from Kansai Airport, definitively debunking the 

misinformation at its source.3

The COVID-19 outbreak in early 2020 further illustrated these challenges. 

China’s information blockade and the inherent difficulty in distinguishing 

between factual and fabricated information initially impeded the international 

community’s understanding of the virus’s spread and impact. Taiwan, 

leveraging its geographical and linguistic advantages, assumed a leading role 

in issuing fact-checking reports on COVID-19 and initiated international 

collaboration on COVID-19 fact-checking within the International Fact-

Checking Network (IFCN).4

In the context of major elections, fact-checking organizations have become 

frontline defenders of democratic processes. In 2024, Taiwan held its presidential 

election on January 13. Civil society organizations invested considerable 

effort in fact-checking election-related news, providing timely clarifications, 

and disseminating fact-checking reports through digital platforms and 

various applications to ensure public access to accurate information sources. 

Consequently, this chapter focuses on the role of fact-checking, examining the 

themes of misinformation/disinformation and the corresponding fact-checking 

endeavors during the 2024 Taiwan presidential election.

The subsequent sections of this chapter will provide an overview of Taiwan's 

fact-checking organizations and their operational methodologies, analyze 

the prevalent themes of misinformation and disinformation during the 

presidential election, examine the fact-checking mechanisms and the challenges 

encountered, and ultimately, present conclusions and recommendations.

Taiwan’s Fact-Checking Organizations
The IFCN was established in 2015 by the Poynter Institute for Media 

Studies. The IFCN's objective is to connect the expanding global community 

of fact-checkers and practitioners combating disinformation. Through the 
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establishment of a network for exchange, the development of a robust 

support system, and the facilitation of collaboration and resource sharing, 

the IFCN aims to support the work of fact-checkers worldwide, promote 

new projects and initiatives, and cultivate public discourse that enhances 

journalistic accountability.5 Currently, the IFCN comprises over 150 fact-

checking entities from 60 countries, including Taiwan's TFC and MyGoPen. 

Fact-checking organizations globally can apply for IFCN accreditation 

through a defined procedure, and this accreditation is subject to regular 

renewal. The Taiwan FactCheck Center and MyGoPen are actively involved 

in fact-checking the veracity of information and clarifying rumors to 

improve Taiwan's information environment. A concise introduction to each 

organization follows.

Taiwan FactCheck Center
The Taiwan FactCheck Center (TFC) was founded in 2018 by two media 

reform organizations: the Taiwan Media Watch Foundation and the 

Association for Quality Journalism. The TFC’s mission is to conduct fact-

checking on public affairs information with professionalism, transparency, 

and impartiality, with the overarching goals of improving Taiwan’s 

information ecosystem, mitigating the adverse impact of false information, 

enhancing public information literacy, and fostering the development 

of Taiwan’s democratic society. Since 2018, the TFC has consistently 

maintained accreditation from the IFCN, marking it as the first fact-

checking organization in the Chinese-speaking world and Taiwan to achieve 

this recognition. Since its inception, the TFC has published numerous fact-

checking reports with significant social impact, including investigations 

into the 2018 Kansai Airport incident, the 2020 presidential election vote-

counting video, and the 2022 fabricated Chinese military exercise photos. 

In response to the COVID-19 outbreak in 2020, the TFC initiated global 

collaboration among fact-checking organizations. The TFC transitioned 

into the “Taiwan FactCheck Education Foundation” at the end of 2020 and 

established an education department to promote media literacy education 

and improve Taiwan’s information environment.6
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MyGoPen
MyGoPen was established in 2015, with its name derived from the Taiwanese 

phrase “Mai Go Pian” (麥擱騙), meaning “stop deceiving.” Initially, its focus 

was on assisting the elderly in discerning unclear information, enhancing 

media literacy, and cultivating a fact-checking mindset. In recent years, 

MyGoPen has collaborated with social media platforms and communication 

software to broaden the scope and efficacy of its fact-checking collaborations. 

Since 2020, MyGoPen has been accredited by the IFCN, becoming the 

second fact-checking organization in Taiwan to receive this accreditation. 

MyGoPen is dedicated to promoting local information literacy and fact-

checking within Taiwan, actively engaging with international fact-checking 

network resources, and collaborating with online platforms such as Google, 

Meta, LINE, and Yahoo. Notably, MyGoPen’s LINE official account is 

the only service in Taiwan that aids the public in identifying “text, images, 

videos, and voice” messages and provides detailed and reliable fact-checking 

results. MyGoPen is committed to producing accurate, user-friendly, and 

accessible fact-checking reports, providing fact-checking services on trending 

public issues, and disseminating fact-checking reports through social media 

platforms and communication software. In recent years, MyGoPen has 

implemented various AI identification technologies and developed auxiliary 

literacy courses and tools, with the aim of deepening engagement with diverse 

groups through information technology and progressively cultivating public 

digital literacy and information defense capabilities, thereby mitigating the 

impact of false information on society.

False Information During the Election Period
An analysis of reports from the two fact-checking organizations reveals the 

prevalent types of disinformation and the general characteristics of issues 

that arose during Taiwan's presidential election. Election disinformation 

encompasses attacks on government policies, flaws in election procedures, 

rumors pertaining to voting, and personal attacks directed at candidates. The 

TFC also provides fact-checking services for candidates’ political viewpoints 

and statements made during debates.
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The TFC categorizes information disseminated during the presidential 

election period into a specific fact-checking section dedicated to presidential 

election public issues. This section concentrates on topics of public interest, 

verifying the factual basis of public policy statements made by presidential 

candidates, particularly those issues debated among the candidates. The 

issues fact-checked by the TFC are wide-ranging, including social housing, 

energy, agriculture, finance, healthcare, public safety, national defense, the 

economy, labor, municipal administration, diplomacy, social issues, and 

candidate-specific issues, totaling 31 fact-checked items. The center also 

conducted real-time fact-checking of the presidential debates, producing 22 

fact-checking reports.7 The fact-checking results are presented not as binary 

“correct” or “incorrect” classifications, but rather are explained using the 

two main categories: “consistent with evidence” and “no evidence provided 

or evidence inconsistent,” to facilitate clear comprehension of the fact-

checking findings for readers. Sources are consistently provided with all fact-

checking results to enable verification.

In addition to candidates’ policy positions and debate statements, the 2024 

presidential election misinformation section includes numerous election-

related messages. The election information compiled by the TFC primarily 

concerns election administration issues. There were 14 instances of false 

information pertaining to vote rigging before the election, largely involving 

allegations of vote rigging and attacks directed at the ruling party or election 

authorities. The majority of these claims were verified as false or partially 

false and misleading. On voting day, six fact-checking reports were issued, 

addressing issues such as violent incidents, vote-counting errors, vote-rigging 

incidents, and television stations misreporting candidates’ vote counts.8 Most 

of these were found to be false, or errors occurring during the vote-counting 

process were corrected on-site, with final calculations confirmed as accurate.

Following the election, false information related to election affairs continued 

to circulate for a period. The TFC issued 15 fact-checking reports, addressing 

information that was false, misleading, or requiring clarification. For example, 

messages circulating on communication software and social media platforms 
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from January 16 asserted “there are about 18 million eligible voters, the 

party-list vote turnout is less than 70%, and the presidential vote turnout 

is 78%.” Cross-referencing with the Central Election Commission’s website 

demonstrated that these figures were incorrect and did not align with the 

actual situation. Furthermore, claims that “the presidential vote count was 

inflated by 1.44 million votes by computers” were based on calculations using 

the aforementioned incorrect data.9 In actuality, the presidential vote count 

was only 4,268 votes higher than the party-list vote count. Consequently, 

these claims were classified as “false.”

The MyGoPen website does not feature a dedicated election section. However, 

a chronological review of fact-checking results reveals 31 election-related 

issues in January 2024 and eight election-related issues in December 2023. 

Topics include election administration, bribery rumors, vote-rigging rumors, 

election regulations, government policies, candidate-related issues, televised 

debates, television station reporting errors, and cross-strait conflicts. Attacks 

on individuals, including candidates from both the ruling and opposition 

parties, were also present. For instance, claims that Hsiao Bi-khim 

(Democratic Progressive Party vice president candidate) did not renounce 

her U.S. citizenship and ran for vice president without a Taiwan ID card 

were determined to be false. Fact-checking confirmed that Hsiao Bi-khim 

renounced her U.S. citizenship and obtained her Republic of China ID card 

in 2002 and has never renounced her Republic of China citizenship, thus 

refuting the issue of renouncing and regaining citizenship.10 These claims 

were proved factually incorrect and constituted false information.

Claims involving images and messages stating “Chao Shao-kang (Kuomintang  

vice president candidate) had an extramarital affair and beat his ex-wife to 

concussion” alleged that Kuomintang vice presidential candidate Chao Shao-

kang had committed domestic violence against his ex-wife, who subsequently 

fled to the U.S..11 Fact-checking revealed that the images originated from a 

content farm channel, and the messages were a reiteration of past statements 

by a media personality.
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Recurrent rumors that typically surface during elections also re-emerged. For 

example, a social media post featuring photos and messages, “Here we go 

again! What to do?” claimed that the 2024 election utilized paper ballot boxes 

again, which are purportedly easily opened from the bottom, facilitating vote 

rigging. Fact-checking confirmed that this is a persistent rumor that appears 

during every election cycle.12 Paper ballot boxes have been used since 2014, 

not exclusively in recent elections or this year. The photo’s date is unknown, 

but the Central Election Commission mandates that ballot boxes must be 

sealed at the bottom the day before the election. On election day, January 13, 

the empty ballot boxes and bottom seals were publicly displayed to verify 

their contents before the commencement of voting. The claim that “ballot 

boxes can be easily opened” did not align with the factual situation.

Artificial Intelligence Disinformation
AI-generated disinformation represented a novel phenomenon in this election. 

The TFC fact-checked five instances of AI-manipulated videos, including a 

video circulating online that alleged “U.S. Representative Mike Waltz, Vice 

Chair of the House Armed Services Committee, publicly campaigned for a 

certain Taiwanese presidential candidate on December 29.” Investigation 

revealed that the video was edited and manipulated from U.S. Representative 

Mike Waltz’s 2022 interview, altering his lip movements and voice. Waltz’s 

interview at the time discussed the U.S. economy and COVID-19 response, 

as well as the Russia-Ukraine war and the necessity of stronger economic 

sanctions against Russia. It was entirely unrelated to Taiwan’s presidential 

election. Additional circulating videos falsely claimed, “Lai Ching-te criticizes 

the Democratic Progressive Party’s (DPP) corruption cases, questioning the 

DPP’s mask shortage and rapid test kit shortage?” and a Facebook fan page 

circulated a video “Lai Ching-te angrily points out the three major scourges 

of the DPP?” TFC experts and detection platforms determined that the 

circulating Lai Ching-te audio was synthesized and manipulated, and not his 

authentic voice. Similarly, circulating videos purporting to show “Chinese 

leader Xi Jinping directs Taiwan’s election” and “Xi Jinping says he would 

not vote for any of the 3 presidential candidates in Taiwan” were identified as 

deepfakes by multimedia forensic platforms. These videos did not originate 
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from credible media or platforms and were manipulated from politicians’ 

past public appearances, with no related statements recorded by the media.

One of the three AI-forged messages examined by MyGoPen duplicates a 

TFC case: a deepfake video of “Chinese leader Xi Jinping providing guidance 

for Taiwan’s general election.” The other two involved attacks on the DPP’s 

presidential candidate, Lai Ching-te. Videos and messages circulated online 

claiming that “Lai Ching-te's netizen identity was exposed,” alleging that Lai 

Ching-te had been directed by the Investigation Bureau to act as a netizen during 

his student years, tasked with collecting intelligence. Verification revealed that 

the online video originated from a website established on December 4, 2023, 

with a domain name registered in the U.S.13 The Investigation Bureau traced 

the web host’s IP address to mainland China, and the retired investigator 

implicated in the video proactively reported to the Taipei City Investigation 

Department, affirming that the voice in the video was not his. This case 

is currently under investigation by the prosecutor of the Taipei District 

Prosecutor's Office’s “AI-generated or deepfake disinformation case processing 

center.” The remaining content of the video lacks substantial corroborating 

evidence, and the source of the online information remains unknown.

This incident has garnered media attention, and the Investigation Bureau 

has issued a news release indicating that the YouTube account “TrueTJL” 

spreading these rumors may be a foreign entity engaged in cognitive warfare, 

fabricating false content in the video in an attempt to undermine the fairness 

and impartiality of Taiwan’s 2024 presidential election.14 The rumor was 

investigated under prosecutorial direction and subsequently removed. 

The public was urged to exercise caution, verify information authenticity 

before confirmation, and refrain from indiscriminate dissemination to avoid 

potential legal violations.

On December 18, 2023, YouTube channels, Facebook pages, and individual 

accounts disseminated videos alleging extramarital relationships involving 

Lai Ching-te, which MyGoPen verified as having no factual basis.15 The 

videos employed artificial intelligence deepfake technology, and discernible 
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errors and flaws were evident in the background, facial structure, mouth 

movements, and eye reflection light sources.

The Information Security Workstation of the Investigation Bureau discovered 

this case while monitoring cyber activities of foreign entities. These entities 

released videos produced using deepfake AI techniques, distributing them 

across more than 80 Facebook communities and YouTube platforms 

through over 40 individual accounts. The Investigation Bureau has indicated 

that, in order to evade investigation by China’s law enforcement agencies, 

these foreign entities employ various methods to conceal their identities 

and sources, constructing multi-layered transfer mechanisms and utilizing 

common graphic forms and idioms of our communities to blur the lines 

between reality and falsehood, and even impersonating Chinese nationals to 

enhance credibility and achieve their specific political objectives.16

Fact-Checking Mechanisms and Challenges
Both the TFC and MyGoPen hold accreditation from the IFCN and undergo 

annual assessments. The IFCN establishes principles that include non-

partisanship and fairness, standards and transparency of sources, transparency 

of funding and organizational structure, transparency of methodology, 

and a commitment to open and honest corrections policies. Fact-checking 

entities adhere to these principles by rigorously examining public issues, 

providing clear evidence, and verifying sources to establish public trust. 

Beyond verifying the authenticity of online information, these civil society 

organizations fulfill multiple roles, encompassing policy advocacy and public 

education.17 These organizations actively engage with the government, the 

media, and online platforms to collaboratively combat disinformation. They 

also promote media literacy education to inform the public about the gravity 

of disinformation dissemination and to equip them with debunking skills. 

Consequently, the existence and work of fact-checking entities are widely 

recognized by the public.   

According to the findings of the 2024 disinformation survey in Taiwan,18 

74 percent of the population is aware of fact-checking agencies. Also, 67 
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percent of the population has experience utilizing fact-checking mechanisms, 

with 15 percent reporting regular use of fact-checking to debunk rumors. 

Furthermore, 68 percent of the population express confidence in the 

credibility of fact-checking agencies, while 31 percent hold dissenting views.   

Nevertheless, the fact-checking mechanism encounters several challenges. 

Firstly, the rapid and diverse proliferation of disinformation necessitates 

that fact-checking agencies continuously update their technology and 

methodologies to maintain efficacy. The proliferation of generative AI has 

led to the emergence of a substantial volume of deepfake videos, as observed 

during the 2024 election period. These novel forms of disinformation 

necessitate the development of new technologies and capabilities for their 

detection and mitigation. Secondly, non-governmental organizations in 

Taiwan generally face resource constraints, requiring increased funding 

and support. Similar to international fact-checking agencies, the TFC and 

MyGoPen receive sponsorship from digital platform operators, including 

Meta and Google. However, reliance on this support creates a vulnerability, as 

its discontinuation would jeopardize the sustainability of these organizations. 

Therefore, the cultivation of more diversified financial support and the 

establishment of robust and pluralistic social connections are imperative.   

Finally, Taiwan is subject to substantial disinformation attacks from foreign 

sources, underscoring the need for a multifaceted approach to combating 

disinformation that extends beyond fact-checking. Strategies such as the 

detection of fake online accounts, analysis of online rumor propagation 

pathways, tracing the origins of disinformation emanating from China, 

understanding cross-platform network coordination, and identifying 

similarities between Taiwan’s online information and China’s official 

discourse are crucial for comprehensively understanding the dynamics of 

online disinformation and enabling the timely detection of anomalies.19  

In the long term, online disinformation frequently incorporates misleading 

narratives, including attacks on the government, anti-American sentiment, 

pro-China viewpoints, and the questioning of democratic principles. These 



NIKLAS SWANSTRÖM & YI-CHIEH CHEN

100

narratives have the potential to distort public perception of social reality 

and undermine the functioning of democracy.20 As these statements often 

encompass stories and opinions, they do not possess inherent truth or falsity, 

and thus fall outside the purview of traditional fact-checking. Countering 

misleading narratives necessitates the development of innovative measures 

and approaches. 

Conclusions and Recommendations
Taiwan is among the countries most severely affected by foreign disinformation 

attacks. However, in recent years, the active engagement of civil society and 

its self-organized efforts to combat disinformation have gained international 

recognition and attention. This important experience of Taiwan's civil society 

practice warrants analysis and sharing with the international community.

During Taiwan’s 2024 presidential election, fact-checking organizations like 

the TFC and MyGoPen played a vital role in safeguarding the integrity of the 

electoral process. These organizations diligently verified information related 

to the election, including candidates’ policy statements, debate claims, and 

election-related messages circulating online. They addressed various forms 

of disinformation, such as allegations of vote rigging, attacks on candidates, 

and the emerging threat of AI-generated deepfakes. By providing timely 

and accurate fact-checking reports, these organizations helped to clarify 

misinformation and promote a more informed public discourse. 

However, fact-checking mechanisms face inherent limitations and challenges. 

The rapid and diverse spread of disinformation requires continuous updates 

to technology and methods. The emergence of AI-generated disinformation, 

for example, demands new tools and expertise. Additionally, fact-checking 

organizations often struggle with insufficient resources and the need for more 

diversified funding to ensure sustainability and independence.21 

 

Improving the information ecosystem requires a multifaceted approach. 

Fact-checking is crucial, but it must be complemented by other strategies, 

including the detection of fake accounts, analysis of rumor propagation, 

https://contribution.usercontent.google.com/download?c=CgxiYXJkX3N0b3JhZ2USTxIMcmVxdWVzdF9kYXRhGj8KMDAwMDYzM2ViZWM0ZjJlZmMwMTU2Yjk3NTc0MTA2YWEyZTdhNGQxOTQ0NTY3NjJiMxILEgcQ7d3zifcKGAE&filename&opi=103135050
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tracing the origins of disinformation, and understanding cross-platform 

coordination.22 Addressing misleading narratives, which are not strictly true 

or false, also necessitates innovative responses. Furthermore, promoting 

media literacy empowers the public to critically evaluate information and 

resist the influence of disinformation. 

Taiwan’s experience offers valuable insights for other countries grappling 

with similar challenges. The importance of a collaborative approach 

involving government, civil society, media, and online platforms is evident.23 

The proactive role of civil society organizations in fact-checking and media 

literacy education is essential for a resilient democracy. Taiwan’s emphasis 

on transparency and adherence to international standards in fact-checking 

can serve as a model for building public trust. Finally, the recognition that 

combating disinformation requires a comprehensive strategy beyond fact-

checking alone is a crucial lesson for nations worldwide.
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7.	 Black Clouds on the Horizon: 
Strategies and Challenges for  
Fact-checking in Europe

Giovanni Zagni

Introduction
Fact-checking is one of the main pillars of the European approach towards 

disinformation. This is the result of three main factors: strategies put in 

place by the Very Large Online Platforms (VLOPs), policy decisions by 

the European Union (EU) and activities of the European fact-checking 

community. 

After the emergence of the global debate on disinformation in 2016, EU 

institutions—and especially the European Commission—have pursued a 

multi-stakeholder strategy that envisions strong support for the fact-checking 

community, as well as active encouragement of a voluntary, self-regulatory 

framework involving fact-checkers, VLOPs, advertisers, and others. For their 

part, important VLOPs having long accepted their role they have provided 

crucial financial support to the fact-checking community in Europe ands 

elsewhere as part of their global strategy.

Thanks to these factors, the European fact-checking community has emerged as 

one of the most active regional networks in the world. Large projects facilitated 

by the EU, such as the European Digital Media Observatory (EDMO), have 

facilitated information sharing, data gathering, and collaborative efforts 

in cross-border investigations. In recent years, the European fact-checking 

community has undergone a process of institutionalization, culminating 

in the establishment of the European Fact-Checking Standards Network 

(EFCSN) in 2022.
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Following political and societal shifts in the United States (U.S.), epitomized 

by Donald Trump’s electoral victory at the end of 2024, the European 

situation has entered a phase of major change. Some VLOPs have changed 

their approach to the issue of disinformation; after having provided crucial 

economic support to the fact-checking community in Europe for almost a 

decade, signals indicate a decrease in their level of commitment, announcing 

new challenges for European fact-checkers.

The European Fact-Checking Community
According to the most recent available data, there were 135 active fact-

checking projects in Europe at the end of 2023,1 roughly 30 percent of the 

world total. It was the highest number by continent ahead of Asia (130) 

and North America (90). The establishment of fact-checking in Europe dates 

back to the 2000s, following trends in the evolution of the global media 

ecosystem.

Generally speaking, “fact-checking” has long been a practice in journalistic 

newsrooms, at least since the birth—in the first decades of the 20th century—

of internal teams devoted to double-checking information submitted by 

authors ahead of publication. However, the beginning of the 2000s saw the 

rise of many projects entirely devoted to the verification of publicly available 

claims, especially in the field of politics. It was a relatively new development, 

aided by the spread of the Internet, which made establishing new media 

endeavors particularly easy. Political fact-checking projects were founded, 

first in the U.S. and shortly after in Europe, and by 2010 were present in ten 

countries.2 

With the new global prominence of the debate around disinformation in 

2016, following the first election of Donald Trump, efforts in political fact-

checking—in Europe as in the rest of the world—were increasingly welded 

with the ones devoted to checking viral hoaxes, urban myths, and conspiracy 

theories. At the same time, VLOPs such as Facebook (later Meta) decided 

to rely on fact-checkers for establishing a new partnership program—called 

Third-Party Fact-Checking Program or 3PFC—to help reduce the spread of 
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false information on their platforms (TikTok launched a similar program in 

2020). These programs typically exclude both content posted by political 

candidates, and opinions and political statements by the common user from 

their area of intervention. Largely for this reason, many political fact-checking 

projects then added a focus on non-political disinformation in order to take 

part in these partnerships, resulting in the so-called “debunking turn” of the 

global fact-checking community.3

Today, fact-checking projects are active in virtually all European countries, 

from Malta to Sweden and from Ukraine to Portugal. However, one of the 

characteristics of the European fact-checking landscape, reflecting global 

trends, is the variety of organizational models. There are mainly three 

such models: fact-checking projects part of large, well-established media 

organizations, such as the AFP Factuel service, by the multinational newswire 

agency Agence France-Presse; independent organizations, devoted fully or 

primarily to fact-checking (e.g., the Spanish project Maldita.es or the British 

one Full Fact), or with fact-checking as a relevant part of their activities 

(e.g., Correctiv in Germany); finally, fact-checking projects established by 

civil society organizations with a focus on political accountability or media 

reform, a model particularly frequent in Eastern European countries (e.g., 

the Polish project Demagog or the Romanian Funky Citizens). 

This shows that fact-checking is carried out in Europe by vastly different 

actors in terms of size, type of organization, and even overall mission. For 

example, not all fact-checking projects see themselves as journalists and part 

of the media ecosystem, even if a majority does. Some organizations started 

as boot-strapped projects manned by volunteers or with a minuscule staff, 

some others were launched by major European media players with ample 

resources. Some have strong connections with the academic world, others 

none at all. As a sidenote, it is worth noting that some projects based in 

Europe cover countries where fact-checking, as independent journalism, 

is not possible (e.g., Provereno Media, based in Estonia but covering 

disinformation in Russian, or the Belarusian Investigative Center, covering 

Belarus from various EU countries).
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Notwithstanding the diversity of self-perception, size, and organizational 

models, the European fact-checking community shows a degree of 

cooperation that appears unmatched in other regions of the world. This is 

possible due to close personal and professional connections built through 

the years at events such as the Global Fact Conference organized annually 

since 2016 by the International Fact-Checking Network (IFCN). The 

institutional support provided by the EU also plays an important role in 

these collaborative efforts.

EU Institutional Support for Fact-Checking
The EU has long promoted collaborative efforts among fact-checkers and 

has offered strong support to its European community, with frequent 

declarations about the importance of fact-checking by top EU officials. 

Institutional involvement on the issue of disinformation began in Europe 

in January 2018 with the establishment by the European Commission of an 

expert group on “fake news and online disinformation”, which included fact-

checkers and produced a report in March of the same year.4 A few months 

later, all the main EU institutions published a joint, 12-page long “Action 

Plan on Disinformation”, which assigned a “key role” to “independent fact-

checkers” and envisioned the creation of a “European network”, promising 

support as well as respect for their independence.5

Also in 2018, the Commission encouraged the establishment of a framework 

for addressing the issue of disinformation and limiting its spread, agreed 

upon by different stakeholders. This self-regulatory and voluntary standard 

was called “Code of Practice on Disinformation”, and it originally brought 

together representatives of some VLOPs, tech companies and players in the 

advertising industry. This agreement about a series of principles and actions 

was further strengthened in the following years with the access of many 

other signatories, including fact-checkers and other VLOPs. A new revised 

version was announced in June 2022 under the name “Strengthened Code 

of Practice on Disinformation”, and it is one of the pillars of the current EU 

strategy on disinformation. 
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At the beginning of 2025 the Code had 42 signatories, including about a 

dozen fact-checkers, VLOPs such as Google, Meta, Microsoft and TikTok, 

the European Association of Communication Agencies, the Interactive 

Advertising Bureau Europe, and advocacy/CSOs such as Reporters without 

Borders and Avaaz (after the purchase of Twitter by the billionaire entrepreneur 

Elon Musk, the company withdrew from the Code in May 2023). One of 

the main areas covered by the commitments of the Code is “Empowering 

the fact-checking community”, with explicit references to a more consistent 

use of fact-checking by VLOPs, financial remuneration for their work and 

access to information useful for fact-checking activity. A permanent “task 

force” linked to the Code ensures continuous communications among these 

stakeholders, with fact-checkers and VLOPs as key players in negotiating 

terms and strategies. Even if the Commission does not endorse the content of 

the Code per se, it is worth noting the huge level of support for fact-checking 

in the EU with the help of the bloc’s authorities.

In February 2025, the EU Commission and the European Board for Digital 

Services endorsed the integration of the Code of 2022—with a slight change 

of name as a “Code of Conduct on Disinformation”—into the framework of 

the Digital Services Act (DSA).6 The DSA is a wide-ranging regulation aimed 

at online intermediaries and platforms, such as digital marketplaces, content-

sharing platforms and social networks. It was adopted by EU institutions at 

the end of 2022 and entered into force gradually, with full application to all 

platforms in February 2024. Under the DSA, VLOPs do not have a specific 

obligation to support fact-checking, but they do need to have effective risk 

mitigation measures against disinformation (Article 34). The integration 

of the Code of Conduct means that VLOPs have the opportunity to rely 

on its measures to fulfill their DSA obligation. However, as will be later 

discussed, VLOPs have recently adopted various strategies to water down 

their commitment towards fact-checking.

Cooperative Efforts
Support from EU institutions also facilitated the creation of the European 

Fact-Checking Standards Network (EFCSN). The pilot project was carried 



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

109

out with EU funding, and it evolved into its current role as the regional 

association of European fact-checkers. The EFCSN was established in 2022 

based on the model of the IFCN, albeit with significant differences. The 

EFCSN has elaborated a Code of standards, described as “a set of criteria 

designed to ensure that organizations fact-checking misinformation and 

disinformation adhere to the highest standards of methodology, ethics and 

transparency in order to best serve the public interest”.7 Adhering to the 

Code is the precondition to becoming a member of the network and, as of 

March 2025, there were 60 organizations listed as “verified members”.

Over the years, the EFCSN has promoted many initiatives to foster cooperation 

among fact-checkers, as well as with other practitioners and researchers in 

the field. This cooperation is essential to overcome the challenges which 

arise from a very diverse landscape in terms of languages, national media 

environment, etc. One of the foremost examples of cooperation is the 

European Digital Media Observatory (EDMO), which predates the EFCSN 

by a few years and has a larger scope, even if cooperation among the two 

entities is very close.8 Originally established in 2020 thanks to a grant by 

the European Commission, which still provides the majority of its funding, 

EDMO is a community of fact-checkers, researchers, media and information 

literacy (MIL) experts and practitioners in the field of disinformation. It 

is engaged in a wide range of activities, providing data on disinformation, 

promoting media literacy campaigns and monitoring policy issues. 

EDMO’s fact-checking network comprises (as of May 2025) more than 50 

members covering all the EU member-states. It organizes events, promotes 

collaborative investigations and is responsible for monthly reports that 

provide an overview of the disinformation narratives with the highest 

circulation in Europe, based on data collected through a questionnaire 

sent to all its members.9 These reports monitor the evolution over time of 

mis- and disinformation on various trends, some of them long-established 

(immigration, EU, climate change, LGBTQ+ issues) and some others related 

to ongoing crises (Ukraine, Israel-Hamas conflict).
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In March 2025, for example, the EDMO Fact-Checking Brief drew data 

from 1888 articles published by 31 fact-checking organizations, noting a 

trend of increasing Ukraine-related disinformation; this amounted to 303 

(or 16 percent) of the total fact-checking articles, while disinformation 

about the EU (its institutions, key political figures, etc.) accounted for 169 

articles (9 percent) and 123 (7 percent) were related to disinformation about 

immigration.

The EDMO Fact-Checking Briefs can serve as a good proxy for the prominence 

of specific disinformation trends in the European media environment. 

Through the quantitative work collected every month, the Briefs provide 

an overview of which topics are more targeted by disinformation: this helps 

monitor the extent of mis- and disinformation, a task that has generally been 

proven difficult for researchers and practitioners, due to the lack of open and 

easily accessible data provided by the VLOPs.

EDMO also coordinates investigations carried out by members of the 

network, and promotes particularly valuable work carried out by fact-

checkers on its website through English translations. Many investigations 

focused on influence operations by Russia in one or more EU countries, as 

well as on sensitive political elections and areas outside the EU but where 

European issues are often at the center of political debate (e.g., Georgia, the 

Balkans, etc.).

VLOPs and Future Challenges 
At the beginning of 2025, the main challenges facing fact-checking in Europe 

are both common with the global community and specific to the European 

environment. In some European countries, the political establishment 

routinely puts pressure on media professionals and restricts the actions of 

civil society organizations, and this also has consequences for the activities 

of independent fact-checkers. At the end of February 2025, for example, on 

flimsy accusations of corruption, Serbian police raided the premises of several 

non-governmental organizations (NGOs) and media, including CRTA, which 

is a member of the EFCSN and runs the fact-checking project Istinomer.rs.10 



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

111

In Georgia, local fact-checkers were directly attacked by the government in 

April 2024, during the debate around a new law about foreign influence in 

the country’s NGO sector. 

At the global level, the most serious challenge is diminishing support from 

tech platforms. After many years of support for the fact-checking community 

through partnerships and grants, political changes linked to the re-election of 

Donald Trump in November 2024 soon reverberated on the VLOPs’ attitude 

towards fact-checking in many areas of the world, including Europe. The depth 

of distrust toward fact-checking by the new U.S. administration—mirroring 

a similar stance taken by many right-wing commentators, personalities, and 

influencers, and echoed by parts of the general public—was made clear on 

February 14, 2025, when U.S Vice-President J.D. Vance delivered a scathing 

speech at the Munich Security Conference in Germany. He claimed that 

“free speech” was “in retreat” across Europe, and that “old, entrenched 

interests” were hiding “behind ugly, Soviet-era words like misinformation 

and disinformation”. Without explicitly mentioning fact-checking, Vice-

President Vance made his opposition clear to any further attempts to “censor 

so-called misinformation”.11

Influenced by the changed political landscape following Trump’s electoral 

victory, on January 7, 2025, Meta announced that it was interrupting its 

long-standing program of collaboration with independent fact-checkers (the 

abovementioned 3PFC), citing “too many mistakes”, biases on the part of 

fact-checkers and an excessive limitation of free speech on its platforms.12 

The company announced a move towards “Community Notes”, a crowd-

sourced approach similar to the existing one on X. On March 13, 2025, 

the beginning of the testing phase for Community Notes was announced on 

Meta’s platforms (Facebook, Instagram, and Threads) in the U.S., with plans 

to expand the new system “all over the world”, albeit without stating a clear 

timeline for the global rollout.13 On April 16, 2025, TikTok announced a 

new “Footnotes” feature on the platform similar to Community Notes, but 

it also announced that its fact-checking partnerships would stay in place for 

the time being.
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The change of approach by Meta will likely have profound implications for 

the European fact-checking ecosystem, given the financial support provided 

by the 3PFC over the years. A global survey of fact-checkers concluded in 

2024 that, “income from Meta’s Third-Party Fact-Checking Program and 

grants remain fact-checkers’ predominant revenue streams”,14 and this 

description is almost surely valid for Europe too. The end of the 3PFC in 

Europe will most likely entail a reduction in the operational capacity of most 

fact-checking projects, with some of them risking closure. 

At the same time, VLOPs have increasingly sent signals of growing unease 

with the co-regulatory framework envisioned in the EU and implemented 

mainly through the Code of Conduct on Disinformation, especially with 

regards to commitments to support fact-checking. Just a few days after 

Meta’s announcement of the 3PFC phase-out, it became publicly known that 

Google, YouTube, and LinkedIn had withdrawn from the Code’s chapters 

on fact-checking, while Meta and TikTok added conditionalities to their 

prolonged support.15 It remains to be seen if pressure from the EU, political 

leaders and civil society will be able to ensure a long-term commitment by 

the VLOPs to support fact-checking in the region. Public statements by Meta 

executives, as well as by U.S. administration officials, allow some skepticism 

about such a development.

Finally, the popularization of tools based on artificial intelligence (AI), such 

as text-to-image models and large language models (LLMs), presents a new 

set of challenges for the fact-checking world.16 Prominent among them is the 

ease of production of realistic images depicting non-existing circumstances 

and the possibility of massively scaling up the creation of texts resembling 

news articles, which has already led to an observable increase of very low-

quality content especially on social media, the so-called “AI slop”. According 

to data collected in the EDMO’s monthly briefs, disinformation created with 

the help of AI still amounts to a relatively low percentage of the total (between 

6 percent and 8 percent in the first months of 2025), but an upward trend is 

detectable. Countering the proliferation of AI-generated content channeling 

false information with the appropriate rapidity and efficacy is an important 
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challenge facing fact-checkers in the near future, made more difficult by the 

aforementioned withdrawal of support from the VLOPs and their system 

integrations with AI. 

Conclusion
Europe has been the home of a vibrant fact-checking movement for at least 

two decades, witnessing the establishment of some of the earlier projects in 

the field as well as pioneering cooperative efforts. As the continent with one 

of the highest numbers of fact-checking projects and a strong regional fact-

checking association in the EFCSN, putting together dozens of countries with 

different social, linguistic and economic circumstances, the European fact-

checking environment is a representative subset of the diverse and energetic 

global fact-checking community.

The unique expansion and strengthening of fact-checking in Europe has 

been possible thanks in part to the unwavering institutional support of 

the institutions of the EU. They promoted many collaborative efforts 

such as EDMO, which regularly produces data on the main narratives of 

disinformation in the continent, fosters dialogue with MIL experts and 

academics, and champions cooperation among fact-checkers in different 

countries. EU institutions also promoted the use of fact-checking as a 

mitigating tool in the field of disinformation, especially for VLOPs, which 

engaged in voluntary and coregulatory work with the Code of Practice on 

Disinformation and its successive evolutions. At the end of 2024, a bright 

future of deeper cooperation, both among them and with other stakeholders, 

seemed to lay ahead for European fact-checkers.

Everything changed with the political changes in the U.S. These led to a 

sudden weakening of, and sometimes a complete reversal from, previous 

commitments by the VLOPs (until then a major financial backer of the fact-

checking community), painstakingly negotiated throughout the last decade. 

Today fact-checking in Europe faces serious challenges that could seriously 

hamper its operational capacity, reduce its impact, and ultimately downsize 

its role as a key element in the European approach towards disinformation.
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8.	 Quantum Technologies and 
Information Warfare: An Unexplored 
Topic from the Perspectives of the 
European Union and Taiwan

Andrea G. Rodríguez and Irène Dubois

Introduction
Quantum technologies are the quiet revolution already impacting global 

security. In a few words, “quantum technologies” refers to different sub-

technological fields that exploit the principles of quantum mechanics, such 

as superposition and entanglement.1 Most strategies differentiate between 

quantum computing, quantum communications, and quantum sensing. 

Quantum technologies underpin developments in other critical areas, from 

artificial intelligence to biotechnology. 

Quantum computers perform operations on quantum bits (qubits) that are in 

a superposition state and thus offer a new set of possibilities and challenges 

that result in the parallelization of operations and increased computing power. 

Moreover, as a foundational technology, quantum computing will impact all 

strategic sectors, from energy to transportation. Quantum computers will 

be key in solving problems that current supercomputers cannot solve. Still, 

though the field is advancing rapidly, quantum computers are currently far 

from being useful machines.

Quantum communications are another subset of technologies that use 

these physical mechanics to secure communications. Using technologies 

such as quantum key distribution (QKD), they mostly exploit the principle 

of entanglement to ensure communications work at a distance with new 

characteristics that prevent some concerning types of cyberattacks, such as 
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man-in-the-middle. However, there are still technical and research limits to 

overcome to make these networks fully operational—such as ensuring long-

distance communication without information losing its quantum state or 

authentication.

Quantum sensing leverages quantum physics to enhance the precision and 

sensitivity of measurements. Quantum sensors are the most mature area within 

the realm of quantum technologies. Atomic clocks or magnetometers use 

quantum effects and are currently deployed to help in financial transactions 

or navigations. In the area of security and defense, quantum sensors are key 

in enhancing early detection and improving intelligence and reconnaissance 

operations, especially in GPS-denied areas.

Quantum technologies will be fundamental to boosting future developments 

in areas such as advanced cybersecurity and artificial intelligence. For that 

reason, they are increasingly subject to global geopolitical dynamics. In the 

last seven years, advanced economies have started to invest heavily in the 

development of quantum technologies, with the imperative of securing access 

to and control over their capacities. 

Technological breakthroughs in error correction and coherence time, as well 

as increased awareness in risk areas like cybersecurity, have been driving 

public discourse towards the securitization of quantum technologies. 

This process, which cannot be analyzed in isolation, is already affecting 

other developing deep technologies, such as artificial intelligence. With 

an increasingly uncertain international political environment, questions 

around the control and access to critical technologies are fundamental to 

understanding current geopolitics. Quantum technologies have only recently 

joined the game.

Quantum technologies are both an emerging cybersecurity threat and a 

potential solution. Since the 1990s, with the publication of Shor’s (1994) 

and Grover’s (1996) algorithms, scientists have feared that quantum 

computers will be able to break encryption systems in use. Encryption, at the 
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backbone of current cybersecurity systems, from sensitive intelligence to web  

searches, protects information from being manipulated and rewritten, that 

the message is available, and ensures that only authorized parties can have 

access to it. 

Truth be told, though we are far away from that moment, developments in 

the quantum field have made evident that it is no longer only a possibility 

but a reality only a decade away. This has created a surge of malicious  

cyber activity in search of downloading encrypted information with the  

hope of reading it once the technology is available (“download-now- 

decrypt-later”).

This behavior affects current cybersecurity not only by increasing the risk 

of overreaction even outside cyber means to increased cyberactivity, what 

some authors have called “the cybersecurity dilemma”2 but also constitutes 

already a major national security risk. Most countries in the world have 

declassification laws with strict timelines to make intelligence public. In 

Europe, on average, countries declassify confidential information after 25 

years, with the most sensitive to be declassified after 50 years (e.g. Belgium) or 

never. This means that we are at least 10 years late to protecting information.

This chapter will first start diving into the genesis of quantum international 

geopolitics with a description of the Chinese, American, and European 

quantum programs to paint a contemporary picture of current developments 

in the field. Then, it will describe the European governance architecture 

of quantum technologies and zoom into particular initiatives affecting 

information security in the age of quantum. After this, the chapter will zoom 

into developments in Taiwan with a particular focus on understanding the 

relationship between technological development and societal resilience. 

The chapter concludes that even though there is no strong collaboration 

between Taiwan and the European Union (EU) in quantum technologies 

yet, the geopolitical imperative of countering common threats and the 

complementarity of capabilities make collaboration a crucial next step.
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Quantum Geopolitics
Investments in quantum technologies have surged over the past few years, 

signaling an increasing interest by both the private sector and nations. 

Combined, countries have committed to investing more than €40 billion 

in quantum technologies, with China, the EU (and member-states) and 

the United States (U.S) topping the chart,3 and quantum computing and 

communications as the subfields being funded the most.4 Moreover, start-

ups have already raised more than €9 billion in the more than 490 funding 

rounds that have taken place since 2001,5 and are being created at a fast 

speed, especially since 2021, after the COVID-19 pandemic.

China is still the leading public investor in quantum technologies, though 

reliable information is scarce. Efforts are centered on the Chinese National 

Laboratory for Quantum Information Sciences that has, until now, published 

breakthroughs in several areas, including the release of a 504-qubit chip 

in December 2024.6 Since 2006, a series of policies in China have been 

helping it advance towards great power status in quantum technologies.7 

However, China is mostly known for its capacity in the field of quantum 

communications.

Figure 8.1: Distribution of quantum technology companies by country8
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In 2013, the revelations of National Security Agency (NSA) contractor Edward 

Snowden of a global surveillance network by the U.S sparked conversations 

about the need to upgrade digital security and privacy. In the EU, it was the 

genesis of what eventually led to the creation of the flagship General Data 

Protection Regulation (GDPR). In China, however, Snowden made China 

focus further on the development of quantum technologies, particularly 

in the field of secure communications,9 to protect Chinese networks from 

foreign intelligence operations.

The 13th Five Year Plan, in development as Snowden leaks reached the 

media, explicitly mentioned quantum communications as a “strategic 

industry”. It is no surprise that China launched in 2017 the first quantum 

satellite, able to transmit information long-range in a quantum state. The 

test, a broadcast using quantum-secured communications of a scientific 

conference between Vienna and Beijing, proved the risks of technology 

transfer to authoritarian powers and the innovative strength of China, a 

country thought of before as being behind cutting-edge technology. The 

satellite, Micius, was developed in cooperation with the Austrian Academy 

of Science, which also sparked discussions on research integrity and the 

limits of international collaboration.

Micius’ launch was also a wake-up call for the U.S. In 2018, the US 

National Cyber Strategy10 recognized for the first time the impact that 

quantum technologies would have on information security. It mandated 

the need to establish quantum-safe solutions, particularly the use of post-

quantum cryptography (see Box 1). In parallel to this, the U.S. National 

Institute for Standards and Technology (NIST), which was already looking 

for cybersecurity solutions in response to quantum computing risks since 

2016, published an open call for researchers to submit their post-quantum 

cryptography algorithms for review. Four rounds have already been 

celebrated, with four algorithms shortlisted for standardization.11

​​
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Quantum-safe Solutions
As countries ready their cybersecurity structures for quantum computers, there 
are still questions about which technologies are better for securing information. 
To this day, the two most promising are quantum key distribution (QKD) and post-
quantum cryptography (PQC), both of them offering a different set of advantages 
and disadvantages over the other.

Quantum key distribution (QKD) enables two parties to establish a secure 
communication channel based on quantum physics. Because of the properties 
of quantum bits (qubits), data shared cannot be copied, which protects against 
information theft during communications. Moreover, any disturbance or 
interference in the communication channel can be perceived by the parties that 
can suddenly decide to stop communicating. This offers a unique advantage against 
eavesdropping, where a third party “listens” to the conversation.

However, while eavesdropping can be detected, QKD requires pre-sharing 
encryption keys, which can create an authentication problem. An unauthorized 
party could potentially supplant the identity of one of the parties (“man-in-the-
middle”). Moreover, QKD requires specific infrastructure, which increases the time 
and cost of the transition, and its sensibility to eavesdropping could increase the 
risk of denial of service (DoS) cyberattacks. Also, there are still multiple challenges 
to widespread adoption, such as the distance at which communication can happen 
(hardly over 200km nowadays) and the need to use trusted nodes to solve this, to 
go over 200km. For all these reasons, while QKD applications are promising and can 
add value in the long-term, they are generally perceived as still in the early stages 
of development.

Post-quantum cryptography (PQC), as a classical computing solution, is a more 
mature activity area and offers several advantages over QKD. At the same time, 
it also has theoretical and practical challenges. PQC can be defined as a set of 
cryptographic algorithms which are believed to be quantum resistant. These 
algorithms run on classical hardware, which makes their deployment much faster 
and cheaper as it would involve little more than a software update. However, PQC 
protocols have the same vulnerabilities as current cryptographic systems. Further 
technological advancements could allow for the retrospective decryption of these 
algorithms, hence the reason why the NIST competition is still ongoing. In other 
words, no practical proof exists that more sophisticated decryption algorithms, 
besides those already known run by quantum computers, would not break post-
quantum cryptography being developed today.

Box 1: Comparison of quantum-key distribution vs post-quantum 
cryptography (retrieved from G. Rodríguez, 2023: 5)12
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Soon after the publication of the 2018 cyber strategy, the U.S. established the 

National Initiative Act13 with specific targets, budget, and actions across three 

pillars: research and innovation, industrial development, and security and 

defense. The Initiative marks a whole-of-government approach to quantum 

technologies, elevating them to a top position in the political agenda.

Furthermore, in 2022 the U.S. passed the Quantum Cybersecurity Preparedness 

Act to set a roadmap for the migration of sensible encryption systems to 

those quantum-secure and two White House memorandums mandated 

public agencies to establish an inventory of used cryptography offering a 

timeline for migration. This commitment to increasing cybersecurity levels 

in the era of quantum computing has been further reinforced by the latest 

National Cybersecurity Strategy (2023)14 that dedicates a whole section to 

quantum technologies and their impact on information and national security. 

Moreover, the U.S. has launched the QuANET,15 a program to develop 

and deploy quantum networks where quantum solutions are progressively 

incorporated into classical networks.

Quantum Cybersecurity in the EU
The COVID-19 pandemic had shown that the EU’s dependence on foreign 

technologies and critical components could compromise its security. In the 

words of ex-Commissioner Thierry Breton, it was important to “have a 

discussion, without naivety, and without taboos, on the toolbox we need to 

guarantee our security of supply for our most critical value chains in case of 

crisis.”16 

The Recovery and Resilience Facility (RRF) was instrumental for countries 

adventuring into the quantum field. For member-states to unlock the €712 

billion of investments promised by the EU, they had to put out plans that 

proved that at least 20 percent of the funds would be used to finance the 

digital transition.17 

Prior to 2021, quantum policy in the EU was mostly led by the EU Quantum 

Flagship, an initiative led by academics under the auspices of the European 
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Commission (EC) to coordinate research into quantum technologies (see Box 

2). In parallel to this, before 2021, only the Netherlands had put in place a 

national quantum agenda (2019),18 though Germany had also announced 

investments in quantum as part of its Economic Stimulus Package (2020).19 

After the pandemic, many other European countries signed up for the 

national financing of quantum technologies, with France publishing its 

national strategy in 2022,20 and Denmark21 and Ireland in 2023.22

Box 2: Short overview of the EU Quantum Flagship

The research focus of the EU contrasts with the geopolitical and security and 

defense dimension that underpins most national quantum strategies. These 

understand, in one way or another, that quantum technologies are key for 

competitiveness but also national security. Though the new EC, whose term 

started in October 2024, has placed efforts to increase research and industrial 

capacity in quantum technologies higher on the political agenda, there are still 

questions about whether EU action would be able to offer coordination in a 

very fragmented scenario or if, by contrast, will be able to use fragmentation 

to improve Europe’s position vis-à-vis other technological giants.

In the field of cybersecurity, this fragmentation is particularly evident. 

Cybersecurity, deeply connected to notions of individual sovereignty, is a 

EU Quantum Flagship
The EU Quantum Flagship (2019) was the response of the EU to the manifesto 
launched in 2016 by academics and some companies for the EU to increase 
strategic investments in an area where the EU had shown academic excellence 
and leadership. The Flagship, which counts with €1 billion additional funding, has 
become the center of coordination efforts of the EU vis-à-vis scientific research 
across five areas: computing, communications, sensing and metrology, simulation, 
and basic science.

It has undergone three different phases. During its inception phase (2016-2019), 
it aimed for scientific leadership, not geopolitical edge. However, efforts during 
the consolidation phase (2019-2021) and the current one are increasingly making 
the Flagship advance towards strategies that prioritize commercialization and 
integration of quantum technologies in vertical industries.
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topic where traditionally EU joint action has been successful. Since the 2001 

Echelon scandal23 in which the journalist Duncan Campbell revealed a spy 

network that allowed the U.S. NSA to tap into European communications 

using signal intelligence, the EU has been one of the main actors shaping the 

cybersecurity agenda.

The EU’s role has strengthened from crisis to crisis. The 2007 cyberattacks 

on Estonia,24 the surge in industrial espionage as exemplified by Operation 

Aurora in 2010,25 or the WannaCry incident of 201626 have been catalysts 

for policy action. Successes include the Network and Information Systems 

Directive (NIS and NIS 2) and the Cyber Resilience Act (“first IoT law in the 

world”) as well as several initiatives to combat cybercrime, improve cyber 

resilience and coordination.

However, in the realm of quantum cybersecurity, the mystery and complexity 

of quantum physics and the lack of awareness of a near-term threat has 

paralyzed EU action in favor of individual actions in member-states. This 

disparity is what potentially makes the EU sensitive to quantum-enabled 

operations. After all, a network is as strong as its weakest link and only a 

handful of countries are taking action to implement quantum-safe solutions, 

such as France, Germany or the Netherlands.

Arguably, there are only two EU-level initiatives directed towards securing 

information systems against quantum attacks. The first one is the 2024 

Coordinated Implementation Roadmap for the transition to Post-Quantum 

Cryptography27 in which the EC recommends member-states to elaborate 

national strategies with clear goals for the transition to PQC without 

mandating any concrete action. EC recommendations are voluntary 

documents that countries can either consider or not.

Secondly, EuroQCI, which is a flagship initiative managed by the EU 

Quantum Flagship, and where all EU27 participate. It aims to establish a 

European quantum communications network connecting strategic sites,28 

such as embassies and public infrastructure, using fiber optic cables and a 
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network of future quantum satellites (IRIS2).29 The main technology used in 

EuroQCI are QKD networks that have proven to not be mature enough yet 

for deployment but are expected to grant an unprecedented level of security 

once certain technical issues are resolved.

Taiwan’s Agenda Against Foreign Interference and 
Adoption of New Technologies
As major global players like the U.S., China and Europe advance their 

quantum capabilities, Taiwan has made significant efforts in recent years 

to strengthen its position in this field. Taiwan's push towards quantum 

technology development is driven by two primary factors: global 

technological advancements and national security concerns. A SWOT 

(strengths, weaknesses, opportunities, and threats) analysis conducted by 

Taiwan’s Ministry of National Defense in 2023 warned that Taiwan is at 

least 20 years behind the global competition in quantum computing, stating 

this gap as a critical vulnerability.30

In response to global shifts, Taiwan’s Executive Yuan has pointed out that 

the technology required to develop quantum computers is similar to Taiwan’s 

well-established chip manufacturing processes and that Taiwan already has 

well-positioned scientific actors, such as Academia Sinica, which gives Taiwan 

an advantage to enter the quantum race.31 Therefore, domestic strengths, 

with the global momentum in quantum research, pushed Taiwan to jump on 

board and announce NT$8 billion investment in quantum technology (€232 

million for the next five years (2021-2026).32 

Enhancing its competitiveness in quantum technologies has become a national 

security imperative, particularly in response to the growing interest of the 

Chinese Communist Party (CCP) in quantum tech. In October 2020, the CCP 

Politburo held a collective study session on the “Research and Prospective 

Application of Quantum Technologies.”33 This hints at the attention placed 

on quantum technology by Chinese military, political, and economic leaders, 

as emphasized by the Taiwanese Institute for National Defense and Security 

Research (INDSR).34 In the context of information warfare, especially during 
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the CCP’s military exercises, Taiwan views the potential deployment of 

Chinese quantum technology as a serious threat. 

With more advanced quantum capabilities, CCP-led cyberattacks could 

more effectively breach Taiwan's cyber defenses, enabling more precise and 

widespread disruption like those during Nancy Pelosi’s 2022 visit, where 

Taiwan’s presidential office website was down for 20 minutes, and malicious 

connections peaked at over 170 million per minute. With greater quantum 

capabilities, such disruptions could be more persistent in time and frequency.  

This not only means that Taiwan must develop more resilient cybersecurity 

protocols but also invest in advancing its own quantum technology to counter 

these emerging threats.

This leads to a more critical concern, which is the potential for societal 

subversion. By leveraging quantum offensive capabilities, the CCP could 

conduct more sophisticated disinformation campaigns, amplifying the scale, 

reach, and complexity of interference, severely undermining public trust 

and destabilizing Taiwan’s political landscape. The INDSR has highlighted 

that Taiwan’s quantum technology is not exclusive to the field of science 

and technology. It requires a more interdisciplinary approach, integrating 

military intelligence, psychology, and public opinion experts to explore 

security implications of quantum technology in cognitive warfare.35 

Current Developments
In 2021, Taiwan launched an interministerial roadmap36 for quantum 

technology. A key ambition of the initiative is to build a Taiwan National 

Quantum Team led by Ministries of Economic Affairs, the National Science 

and Technology Council and Academia Sinica, to foster collaborative R&D 

among industry, academia and research institutions, while setting up an 

industry cooperation platform. The roadmap outlines three major pillars: 

the national team, research infrastructure, and international collaboration.  

By 2024, the government had selected 17 research groups,37 and Academia 

Sinica’s south campus broke ground on the Quantum Technology 



INFORMATION WARFARE: HOW EMERGING TECHNOLOGIES THREATEN EUROPE AND TAIWAN

127

Experimental Building to serve as a national quantum research hub.38 Taiwan 

has also started to enhance research exchanges through delegation visits, 

such as with Finland and France.39 All these efforts reflect Taiwan’s strategic 

push to strengthen its quantum capabilities, an essential priority amid 

growing geopolitical tensions and information warfare, where cybersecurity 

and resilience remain a key national concern.

The Taiwanese Ministry of Justice Investigation Bureau, responsible for countering 

foreign interference, has kept track of cases and tactics of disinformation 

over the years. Early methods around 2020 relied on text-based attacks, 

image manipulation and counter-fact-check smear campaigns. By 2023, the 

rise and widespread use of AI led to a surge in deepfake videos circulating on 

YouTube and Facebook.40 The bureau uncovered networks of fake accounts 

created through automated systems which helped spread disinformation at 

an unprecedented scale, especially in the context of the 2024 election cycle. 

As the election year approached, forum-based disinformation was 

significantly deployed. Taiwanese investigations traced fake Facebook pages 

and accounts and coordinated mass-sharing campaigns to individuals from 

Cambodia and Myanmar.41 Over time, waves of false narratives made their 

way to Taiwanese users, which weakened public trust in government and 

reliable sources, turning information warfare into a growing challenge for 

Taiwan’s democracy. 

According to a recent analysis by Taiwan’s National Security Bureau 

(2025),42 cases of CCP-backed fake news almost doubled in only one year, 

from 1,329,000 recorded in 2023 to 2,159,000 in 2024. This surge of 

disinformation was particularly marked by skepticism discourses towards 

the U.S., Taiwan’s military, and President Lai-Ching-Te. 

Conclusions
The connection between quantum technologies and information security, 

particularly in the fields of foreign interference, is rather new and comes from 

the fear of a foreign action having full access to everything happening behind 
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information safeguards. Moreover, while no big cybersecurity incident yet 

has happened involving the use of quantum technologies, countries are 

developing their quantum cybersecurity agendas motivated more by the 

securitization around quantum technologies rather than by the perception 

of a real threat. 

This comparative asymmetry, in which a country advances its quantum 

agenda based on developments happening elsewhere, is what is driving 

Taiwan to invest and advance its quantum agenda. With China as a traditional 

geopolitical rival becoming increasingly a quantum superpower, efforts to 

develop, experiment, implement, and adapt quantum solutions are still in 

a very early stage. However, Taiwan will continue to advance its quantum 

R&D agenda paying a particular focus on initiatives that can increase its 

level of cyber resilience also in light of the potential effects on public trust 

and the spread of disinformation.

The development of quantum technology is therefore a crucial step for 

Taiwan as it navigates growing cyber threats and the accelerating risk of 

information warfare. The security imperative extends beyond cybersecurity 

as it is also about protecting the integrity of Taiwan's democratic processes 

against disinformation and foreign interference, which could exacerbate 

the polarization of Taiwanese society, particularly during critical political 

moments such as election periods. Developing cutting-edge capabilities like 

that of quantum computing is therefore becoming increasingly central to the 

dynamics of information warfare. 

Though currently the span of collaboration between the EU and Taiwan in 

quantum technologies is not really advanced, though it might be the case with 

individual member states such as Finland, the current geopolitical scenario 

calls for new partnerships and Taiwan has a well-developed technological 

industry and strong university-industry links as well as an advanced IT 

workforce that will be soon quantum-ready.
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9.	 Striking a Balance: Between 
Technological Advancement and 
Accountability in the Ever-Changing 
Information World

Yi-Chieh Chen and Niklas Swanström

Three of the distinguishing foundational pillars of democratic governance 

and resilience are trust, transparency, and accountability. However, in 

today’s transnationally contested information environment, amplified by 

the ever-changing and rapid advancement of technologies, the architecture 

devoted to the maintenance of the abovementioned pillars is coming under 

pressure. The institutions once tasked to establish and sustain shared truths, 

now compete with decentralized platforms, synthetic content, and the viral 

tempo of information. The result of these trends is not solely an uptick in 

coordinated deception and an easier spread of falsehoods but also a deeper 

erosion of the democratic infrastructure that filter, verify and protect 

democratic truths and legitimacy.

This volume has charted the evolution of that erosion and the tools emerging 

to counter it within the European and Taiwanese landscapes. The increasing 

adoption of artificial intelligence (AI), the disaggregation of platform 

governance, and increasing recourse to strategic disinformation by both state 

and non-state actors merge to produce an unstable epistemic terrain. Both 

Europe and Taiwan are characterized by increased pressures, albeit under 

different guises.

On the one hand, Taiwan, facing persistent influence campaigns from the 

People’s Republic of China (PRC), has become a testing ground for the 

strategic weaponization of disinformation. Here, the battlefield is not simply 
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electoral, but also aimed at fracturing a sense of collective reality, particularly 

during moments of democratic transition such as the 2024 presidential 

election. Undermining the democratic system in Taiwan is arguably of greater 

importance for PRC than to simply influencing the election outcome in a 

particular way, especially as Beijing has little confidence in any Taiwanese 

political party. On the other hand, while Europe’s experience mirrors this, 

it does so through different vectors. Russian operations around the war in 

Ukraine, and platform-driven disinformation targeting migration, climate 

policy, and LGBTQ+ rights, have strained the resilience of European public 

discourse. These disruptions are not isolated but systemic and reinforced by 

Russian and Chinese attacks. The stress tests on the ability of democratic 

polities to process truth, contest ideas without collapsing into polarization, 

and govern the digital spaces are being severely tested and are not always 

showing the resilience they would need.

What links the European and Taiwanese experiences is not only the vulnerability 

to disinformation, but the institutional improvisation that has emerged in 

response. As the various contributions to this volume have demonstrated, 

fact-checking initiatives, regulatory experimentation, civic-tech alliances, and 

new verification protocols have proliferated across both landscapes in an effort 

to manage the new challenges. However, their effectiveness is increasingly 

constrained by structural imbalances between democratic institutions and the 

commercial platforms that mediate much of contemporary discourse. These 

imbalances are evident in delayed legislative responses, shifting platform 

strategies for implementing relevant measures, and the inherently uncertain 

effectiveness of self-regulatory and voluntary frameworks.

 

Common Challenges and the Potential to Establish  
a Complementary Regulatory Framework in Europe  
and Taiwan 
While the strategic use of deception and narrative control has accompanied 

conflict throughout history, today’s digital disinformation campaigns differ 

less in kind than degree. What has changed is not the battlefield, but the 

permeability of its boundaries, amplified by platforms, sustained by algorithms 
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and accelerated by AI. Against this backdrop, the institutions meant to 

safeguard informational integrity are themselves fraying. What began as 

platform experimentation with self-regulation has, in recent years, turned 

to retreat and recalibration. Key technology and media platforms’ voluntary 

commitments that once anchored content moderation and fact-checking 

partnerships are dissolving under political pressure and economic disincentive. 

Meta’s abrupt termination of its Third-Party Fact-Checking Program (3PFC), 

Google’s quiet withdrawal from the European Union’s (EU) Code of Conduct 

on Disinformation under the Digital Services Act (DSA), and the rollout of 

“Community Notes” by Meta as a substitute for verified oversight signal a 

profound shift, which can be seen as an indirect result of the change of political 

landscape (see Chapter 7). In other words, what may have once seemed like 

a scattered set of operational issues now reveals itself as a structural crisis. 

The problem is not simply disinformation in itself but the weakening of the 

very institutions and infrastructures tasked with filtering and correcting it.  

In the U.S., under the Trump administration, which believes freedom of 

speech in the Europe is retreating and blatantly states its opposition against 

fact-checking, namely, the reframing of moderation as censorship has 

created political cover for these retreats. In Europe, where frameworks like 

the Digital Services Act (DSA) and AI Act seek to embed democratic norms 

into the architecture of digital governance, such reversals expose the fragility 

of relying on discretionary compliance. Enforcement remains a challenge, 

and the legitimacy of intervention is continuously tested by accusations of 

overreach or bias, not least by proxies of Moscow and Beijing, to challenge 

the very political system on which it is based.

Taiwan presents a contrasting, yet complementary model, which has 

prioritized public literacy, agile civil society partnerships, and participatory 

models of verification. Open-source initiatives, government-industry 

collaboration, and high levels of citizen engagement have allowed Taiwan 

to treat disinformation not only as a policy problem but as a civic challenge. 

This is less about regulating platforms into submission, and more about 

cultivating collective resilience.
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Europe and Taiwan thus articulate two distinct yet converging strategies. 

Europe leans on institutional codification; Taiwan invests in societal 

calibration. One attempts to enshrine accountability into law and design, the 

other fosters it through networked vigilance and trust-building. These are not 

mutually exclusive paths, on the contrary in many ways they can reinforce 

each other. In an increasingly interconnected informational landscape, where 

disinformation knows no borders and platforms scale globally but govern 

unevenly, hybrid approaches will be essential.

Quantum Technologies in Information Warfare? 
Yet even as democracies contend with the withdrawal of platform governance 

and the erosion of institutional backstops, new technological frontiers are 

emerging, quietly, preemptively and with ambiguous consequences. Among 

these, quantum technologies stand out for their potential to reshape the 

informational landscape in unpredictable ways. 

According to the analyses in this volume, to date, the development of quantum 

technologies has been devoted to the maximization of long-term strategic 

utility, enhancing computational capacity, encryption advancements, 

and redefining the speed and scale of data processing. Their immediate 

application to disinformation campaigns remains limited, and more 

speculative than operational. However, therein lies the danger as the window 

between conceptualization and weaponization is shrinking and hidden in the 

shroud of authoritarianism. The same quantum systems designed to secure 

communications could, under different hands, be leveraged to fracture them.

What is most striking is the asymmetry in regulatory foresight. The EU 

has begun to map out precautionary frameworks, including its Quantum 

Technology Impact Assessment in 2023 which aims to assess the ethical 

impact of quantum technology on society.1 Meanwhile, Taiwan does not 

have specific guidelines or regulations regarding quantum technologies. Still, 

it is expected that Taiwan’s National Security Act may include quantum 

technologies in the near future, as they are key technologies that need to be 

protected to safeguard Taiwan’s national security in the information world. 
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This divergence is not simply of timing but reflects the different strategic 

outlooks of Europe and Taiwan. The former seeks to bind the future 

through anticipatory governance, while the latter acutely attuned to 

existential risk, prioritizes flexibility and securitization. Nonetheless, both 

recognize that tomorrow’s disinformation infrastructure will have to be built 

around quantum architectures, synthetic media ecosystems, and machine 

learning pipelines that operate at speeds human oversight can barely 

match. Simultaneously, also cognizant of the deployment of these tools in 

information conflicts, both Taiwan and Europe, as vibrant democracies, are 

attempting to imagine and preempt their misuse before they scale. As with 

earlier phases of digital transformation, those who anticipate the risks, not 

just the efficiencies, will be best positioned to govern them. 

Conclusion 
What emerges across these chapters is not a single prescription, but a mosaic 

of strategies. Europe and Taiwan, each with distinct institutional cultures 

and geostrategic pressures, reveal how democratic resilience must evolve in 

tandem with technological acceleration. Europe’s strength lies in its ability 

to inscribe democratic values into regulatory frameworks; Taiwan, by 

contrast, offers a lesson in how civic actors, open-source communities, and 

targeted public education can become bulwarks when formal mechanisms 

are overstretched.

Neither path is sufficient on its own. What is needed is a reciprocal 

learning loop between structural regulation and grassroots responsiveness. 

As platforms retreat and new technologies improve at breakneck speed, 

the risk is that democracies will become reactive rather than anticipatory. 

The informational environment is kinetic, recursive, and adversarial, and, 

therefore, such needs to be the governance that attends to it.

Ultimately, combating disinformation in the age of AI, LLMs, and quantum 

architectures is not about restoring an idealized past of media certainty. 

Instead, it is about building an ecosystem where verification is not an 
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Endnotes
1	 Mauritz Kop, “Quantum Technology Impact Assessment,” European Commission, 

April 20, 2023, https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/
quantum-technology-impact-assessment.

afterthought, but a structural condition of democratic participation, wherein 

its values are safeguarded and embedded in the digital discourse and all its 

strata, and truth is designed to remain resilient. 

This volume concludes not with answers, but with an orientation toward a 

future in which democratic life, participation and values are supported by the 

integrity of the information that circulates and permeates it. The burgeoning 

task of democratic polities like Taiwan and the EU does not lie in chasing 

each and every falsehood in order to police it, but to actually design systems 

where truth is easier to access and find and overall harder to obscure. 

It also calls for more, and continuous, research to act preventively, and 

reactively, to the technological leaps that the world will take in the coming 

months and years. Technology is moving much faster than legislation, and in 

the development of strong institutional measures we also need a vibrant civil 

society that can generate new thinking about future challenges. 

https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment?utm_source=chatgpt.com
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment?utm_source=chatgpt.com







